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Abstract

Representing mesoscale turbulence in eddy-permitting ocean models raises challenges for climate simulations; in such models,

eddies and their associated energy and transport effects are resolved either marginally or only over parts of the domain. Kinetic

energy backscatter parameterizations have recently shown promise as both a momentum \textit{and} a buoyancy closure for

partially resolved mesoscale turbulence—energizing eddies which can themselves maintain accurate large-scale stratification by

slumping steep isopycnals. However, it has not been systematically explored whether such backscatter parameterizations can

also serve as a closure for tracer mixing along isopycnals. Here, we present simulations using GFDL-MOM6 in an idealized

basin-scale configuration to assess whether isopycnal mixing is improved, at 1/2$ˆ\circ$ and 1/4$ˆ\circ$ eddy-permitting res-

olutions, through the addition of a backscatter parameterization. We assess the representation of isopycnal mixing principally

through diagnosing the three-dimensional structure of isopycnal diffusivities via a multiple tracer inversion method. Isopycnal

mixing via backscatter alone shows significant improvement and closely resembles a 1/32$ˆ\circ$ eddy-resolving simulation.

Backscatter-parameterized mixing also outperforms simulations with no mesoscale parameterization or with an isopycnal dif-

fusion parameterization alone, with the latter damping the tracer signature of partially resolved eddy variability. Simulations

that vary the magnitude of backscatter show that increases in isopycnal diffusivities largely track increases in eddy energy. Our

results suggest that parameterizing backscatter can plausibly capture key mesoscale physics in a unified framework: the inverse

cascade of kinetic energy, the slumping of steep isopycnals, and the along-isopycnal mixing of tracers.
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Abstract Representing mesoscale turbulence in eddy-permitting ocean models raises challenges for8

climate simulations; in such models, eddies and their associated energy and transport effects are resolved9

either marginally or only over parts of the domain. Kinetic energy backscatter parameterizations have10

recently shown promise as both a momentum and a buoyancy closure for partially resolved mesoscale11

turbulence—energizing eddies which can themselves maintain accurate large-scale stratification by12

slumping steep isopycnals. However, it has not been systematically explored whether such backscatter13

parameterizations can also serve as a closure for tracer mixing along isopycnals. Here, we present14

simulations using GFDL-MOM6 in an idealized basin-scale configuration to assess whether isopycnal15

mixing is improved, at 1/2∘ and 1/4∘ eddy-permitting resolutions, through the addition of a backscatter16

parameterization. We assess the representation of isopycnal mixing principally through diagnosing the17

three-dimensional structure of isopycnal diffusivities via a multiple tracer inversion method. Isopycnal18

mixing via backscatter alone shows significant improvement and closely resembles a 1/32∘ eddy-resolving19

simulation. Backscatter-parameterized mixing also outperforms simulations with no mesoscale20

parameterization or with an isopycnal diffusion parameterization alone, with the latter damping the tracer21

signature of partially resolved eddy variability. Simulations that vary the magnitude of backscatter show22

that increases in isopycnal diffusivities largely track increases in eddy energy. Our results suggest that23

parameterizing backscatter can plausibly capture key mesoscale physics in a unified framework: the24

inverse cascade of kinetic energy, the slumping of steep isopycnals, and the along-isopycnal mixing of25

tracers.26

Plain Language Summary Turbulent ocean currents (“eddies”) are an important component27

of Earth’s ocean and climate system. Eddies play a major role in turbulently mixing quantities such as28

temperature, salinity, and oxygen along surfaces of constant density in the ocean, known as isopycnals.29

However, eddies are only marginally resolved by state-of-the-art numerical ocean and climate models.30

Marginally resolved eddies are not energetic enough, which can lead to weak large-scale currents as well as31

inaccurate temperature, salinity, and oxygen distributions. In this study, we show that making eddies more32

energetic, in a manner consistent with ocean dynamics, can improve the representation of along-isopycnal33

mixing in a numerical model that marginally resolves eddies. The improved along-isopycnal mixing in this34

model compares well to that in a high-resolution simulation where eddies are fully resolved. Our results35

suggest that energizing eddies may help to improve the representation of along-isopycnal mixing in more36

realistic global ocean and climate models.37

38

39

1. Introduction40

Mesoscale turbulence—with a horizontal scale of order 10–100 km, varying as a function of latitude, depth,41

and stratification—is a ubiquitous feature of Earth’s ocean (Chelton et al., 2011; Storer et al., 2022). It plays42

critical roles in driving the ocean’s large-scale state (e.g., J. Marshall et al., 2017; Whalen et al., 2018); set-43

ting water mass distributions (e.g., Danabasoglu et al., 1994; Thompson et al., 2014); transporting heat, salt,44

carbon, and other tracers (e.g., England & Rahmstorf, 1999; Resplandy et al., 2011; Gnanadesikan et al.,45

2015b; Stewart & Thompson, 2015; Griffies et al., 2024); and modulating ocean ecosystems (e.g., Gower et46

al., 1980; Lévy et al., 2015; Uchida et al., 2020; Couespel et al., 2021). As the ocean is strongly stratified in den-47

sity, turbulent stirring at the mesoscale and the resultant homogenization of oceanic tracers (“mixing”) oc-48

cur preferentially along surfaces of constant neutral density (“isopycnal”) (Iselin, 1939; Montgomery, 1940;49
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Abernathey et al., 2022). Isopycnal mixing is largely unresolved in coarse-resolution global ocean models50

(1∘ or coarser), as is the case for other mesoscale processes. Accounting for the net effects of these pro-51

cesses via parameterizations is leading order for ensuring model fidelity (Fox-Kemper et al., 2019; Hewitt52

et al., 2020). As modern global ocean models increasingly adopt a horizontal grid spacing that “permits”53

the mesoscale—that is, only marginally or only over parts of the domain—there is a pressing need to revisit54

the mesoscale parameterizations designed for coarse resolutions; in this “eddy-permitting” regime, these55

parameterizations may no longer be appropriate (e.g., Hallberg, 2013), while the absence of any parameter-56

ization may contribute to model biases (e.g., Griffies et al., 2015). In this study, we address the problem of57

parameterizing isopycnal mixing in such a regime.58

In coarse-resolution ocean models, isopycnal mixing is typically parameterized by a rotated diffusion opera-59

tor, introduced by Solomon (1971) and Redi (1982), oriented to align with local isopycnals with a prescribed60

isopycnal diffusion (“Redi”) coefficient 𝜅Redi; this ensures mixing across isopycnals remains small thereby61

minimizing the “Veronis effect” (Veronis, 1975; McDougall &Church, 1986; Gough&Lin, 1995). The appro-62

priate magnitude for 𝜅Redi, however, is poorly constrained, and differences in its magnitude have potentially63

significant impacts on climate-relevant simulations (e.g., Sijp & England, 2009; Gnanadesikan et al., 2013,64

2015a, 2017; Jones & Abernathey, 2019; Chouksey et al., 2022). In coupled climate model simulations, vary-65

ing 𝜅Redi between 400 m2 s−1 and 2400 m2 s−1 has been shown to induce global sea surface temperature66

changes of roughly 1∘C and regional variations as large as 7∘C (Pradal & Gnanadesikan, 2014), as well as a67

roughly 15% difference in the uptake of historical anthropogenic carbon (Gnanadesikan et al., 2015b). An68

appropriate spatial structure for 𝜅Redi may also be a source of uncertainty in coarse-resolution ocean mod-69

els, where introducing three-dimensional spatial structure into 𝜅Redi has been shown to reduce tracer biases70

and alter the global overturning circulation (Holmes et al., 2022). Uncertainty around appropriate values71

for 𝜅Redi is due in part to the widely varying observational estimates for isopycnal diffusivities from tracer72

release experiments (Ledwell et al., 1998; Tulloch et al., 2014; Zika et al., 2020; Bisits et al., 2023), float disper-73

sion (Lumpkin & Flament, 2001; LaCasce, 2008; Balwada et al., 2016), and satellite altimetry (Abernathey &74

Marshall, 2013; Klocker & Abernathey, 2014). Estimates range from local values of order 10,000 m2 s−1 in75

energetic western boundary current regions (Cole et al., 2015) to globally averaged values of order 10 m2 s−176

(Groeskamp et al., 2017). In sum, specifying an appropriate magnitude and spatial structure for isopycnal77

diffusion is a source of uncertainty in coarse-resolution global ocean models. Further uncertainty is intro-78

duced when ocean models adopt eddy-permitting resolutions, as it is unclear whether isopycnal diffusion79

remains an appropriate parameterization: should 𝜅Redi simply be scaled down as horizontal resolution is80

increased and eddies become more resolved (e.g., Kjellsson & Zanna, 2017; Kiss et al., 2020)? Or should the81

parameterization be turned off altogether once eddies are deemed sufficiently resolved (e.g., Delworth et al.,82

2012; Adcroft et al., 2019)? The present study instead examines a possible alternative parameterization for83

isopycnal mixing in the eddy-permitting regime.84

The other essential effect ofmesoscale turbulence parameterized at coarse resolutions is the adiabatic slump-85

ing of steep isopycnals—mimicking the unresolved restratifying effect of baroclinic instability, the primary86

generation mechanism for mesoscale eddies. This is typically parameterized by the Gent-McWilliams (GM)87

parameterization (Gent & McWilliams, 1990; Gent et al., 1995), and in coarse-resolution simulations GM is88

essential for maintaining accurate large-scale stratification and circulation (Danabasoglu et al., 1994; Gent,89

2011). The scheme involves the prescription of a GM coefficient 𝜅GM, with units of a diffusivity, and typi-90

cally the GM and Redi schemes are implemented together (Griffies, 1998), with some models making the91

choice that 𝜅GM = 𝜅Redi despite theory and modeling results suggesting they should in general differ (Smith92

&Marshall, 2009; Abernathey et al., 2013; Vollmer & Eden, 2013). At eddy-permitting resolutions, however,93

it has long been recognized that GM can have unwanted effects, damping partially resolved mesoscale flows94

(Hallberg, 2013), although approaches to remedy this have been proposed (Mak et al., 2023).95

Because of this lack of a clear path forward with the extant coarse-resolution parameterizations, an in-96

creasing amount of attention has been directed towards developing parameterizations specific to the eddy-97

permitting regime. In particular, when themesoscale ismarginally resolved and a viscous dissipative closure98

is used (generally necessary for numerical stability to ensure dissipation of enstrophy, but not energy, at the99

grid scale), there can exist a spurious depletion of resolved eddy kinetic energy (EKE) (Jansen &Held, 2014).100

This is due to a lack of scale separation between the eddy and viscous scales, resulting in a depletion of eddy101

energy close to the grid scale and thus reduced energy at all scales because of an incompletely resolved in-102
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verse cascade. One promising method to remedy this spurious energy dissipation is the use of a prognostic103

budget for subgrid mesoscale eddy kinetic energy (MEKE) (Cessi, 2008; Eden & Greatbatch, 2008; D. Mar-104

shall & Adcroft, 2010; Jansen et al., 2019), which can then be recycled to the resolved scales to mimic the105

energy “backscatter” from small to large scales associated with an inverse cascade (Jansen & Held, 2014;106

Jansen et al., 2015; Klöwer et al., 2018; Juricke et al., 2019; Jansen et al., 2019; Juricke et al., 2020; Yankovsky107

et al., 2024). Early proposals for an energy budget-based backscatter scheme employed GM concurrently,108

alongside the biharmonic viscous closure and a negative harmonic viscosity to represent backscatter (Jansen109

et al., 2019). In this case, GM served as a source for subgrid MEKE as GM models the conversion of mean110

available potential energy (APE) to EKE. Recent work has suggested, however, that backscatter alone can111

achieve both the EKE and APE effects of the unresolvedmesoscale turbulence in an eddy-permitting regime112

(Yankovsky et al., 2024). Yankovsky et al. (2024) found specifically, using a basin-scale ocean model in an113

idealized configuration, that a backscatter parameterization could both sufficiently elevate resolved EKE114

and, through energizing eddies that then extract mean APE, relax overly steep isopycnals with GM turned115

off altogether. These results thus suggest that a backscatter parameterization can plausibly replace the need116

for GM in an eddy-permitting regime. However, they do not address whether such a backscatter parameter-117

ization also eliminates the need for an isopycnal diffusion parameterization, as suggested by Redi (1982).118

The primary goal of this study is to determine whether a kinetic energy backscatter parameterization can119

generate sufficient isopycnal mixing, thereby eliminating the need for supplemental isopycnal diffusion, in120

the eddy-permitting regime. Secondary goals include evaluating whether backscatter-driven isopycnal mix-121

ing outperforms a traditional isopycnal diffusion parameterization as well as quantifying biases that arise122

when no mesoscale parameterization is used at these resolutions. Towards the first goal, we test the hy-123

pothesis that no supplemental isopycnal diffusion parameterization is necessary when resolved eddies are124

sufficiently energized via an appropriate backscatter parameterization. We test this hypothesis using an125

idealized adiabatic ocean model (Marques et al., 2022), designed to serve as a testbed for mesoscale param-126

eterization, with the backscatter scheme detailed in Yankovsky et al. (2024). The results we present suggest127

three main conclusions when compared to a high-resolution reference simulation: (i) that eddy-permitting128

simulations with no mesoscale parameterization show subdued levels of isopycnal mixing and consequent129

biases in tracer distributions relative to the reference simulation, (ii) that a backscatter parameterization can130

generate realistic isopycnal mixing to match the reference simulation, and (iii) that a traditional isopycnal131

diffusion parameterization is largely undesirable at eddy-permitting resolutions as it damps the tracer sig-132

nature of resolved eddy variability. This study thus presents a proof of concept for a mesoscale backscatter133

parameterization that unifies the key physics one hopes to parameterize at eddy-permitting resolutions: a134

well-resolved inverse cascade, the slumping of steep isopycnals, and the along-isopycnal mixing of tracers.135

In section 2, we introduce the model and backscatter parameterization, and outline the method used to di-136

agnose the three-dimensional structure of isopycnal diffusivities in simulations with this model. Section 3137

evaluates the simulations, comparing 1/2∘ and 1/4∘ eddy-permitting simulations to a 1/32∘ eddy-resolving138

simulation. Section 4 concludes and discusses the results in the context of guiding parameterization devel-139

opment for global ocean models.140

2. Methods141

2.1. Model configuration142

We use the GFDL Modular Ocean Model version 6 (MOM6) in the NeverWorld2 (NW2) configuration, de-143

tailed in Marques et al. (2022). NW2 is a hydrostatic, Boussinesq, and fully adiabatic configuration with144

an isopycnal vertical coordinate of 15 layers. The model domain is a 60∘–wide sector, extending from 70∘S145

to 70∘N, with a southern reentrant channel representing the Southern Ocean. The model is forced by a146

meridionally-varying, zonally- and temporally-constant wind stress at the surface (Figure 1a). The model147

geometry includes idealized continental shelves on all sides of the domain (except in the channel) as well148

as a topographic ridge extending through the middle of the domain—a simplified mid-Atlantic ridge—and149

a semi-circular ridge centered in the channel’s western opening—a simplified Scotia Arc (Figure 1b).150

The NW2 configuration solves the stacked shallow-water equations, which describe equations of motion for151

the horizontal velocity u𝑛 ≡ 𝑢𝑛i + 𝑣𝑛j and thickness ℎ𝑛 in layers 1 ≤ 𝑛 ≤ 𝑁 (here 𝑁 = 15) of constant152
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Figure 1: NeverWorld2 model configuration summary. (a) Zonal wind stress forcing. (b) Bathymetry.
The boxes in (b) are regions where vertical structures are analyzed in Figure 8. (c–e) The ratio
𝐿d/√(Δ𝑥2 + Δ𝑦2)/2, where 𝐿d is the first baroclinic Rossby deformation radius and Δ𝑥, Δ𝑦 are, respectively,
the zonal and meridional grid spacings for (c) 1/2∘, (d) 1/4∘, and (e) 1/32∘ horizontal resolutions. The
pink isoline in (c–e) indicates where 𝐿d/√(Δ𝑥2 + Δ𝑦2)/2 = 2, which is an approximate cut-off criterion
for whether mesoscale eddies are resolved (Hallberg, 2013).

density 𝜌𝑛 (suppressing layer index 𝑛 herein). In vector-invariant form, these equations are153

𝜕𝑡u + (𝑓 + 𝜁)k × u + ∇(𝐾 +𝑀) = F𝑣 + Fℎ, (1)
𝜕𝑡ℎ + ∇ ⋅ (ℎu) = 0. (2)

Here, ∇ ≡ ∇𝜌 = i𝜕𝑥|𝜌 + j𝜕𝑦|𝜌 is the two-dimensional horizontal gradient operator at constant density; 𝑓154

is the Coriolis parameter; 𝜁 is the relative vorticity; 𝐾 is the kinetic energy per unit mass;𝑀 is the shallow-155

waterMontgomery potential; F𝑣 represents vertical stresses, including the surfacewind stress, a background156

kinematic vertical viscosity, and a bottom stress following a quadratic drag law; and Fℎ represents hori-157

zontal stresses, including a biharmonic viscosity and, if present, a negative harmonic viscosity to represent158

backscatter (detailed in Section 2.2). Further details on theNW2 configuration, including specific parameter159

choices, can be found in Marques et al. (2022).160

An evolution equation is also solved for tracer concentration 𝑐𝑛 in each layer (again suppressing layer index161

𝑛), which in its concentration-conserving, thickness-weighted form (Griffies et al., 2020; Loose et al., 2023)162

is163

𝜕𝑡(ℎ𝑐) + ∇ ⋅ (ℎu𝑐) = 0. (3)

In this study, we consider only passive tracers whose dynamics do not feed back on the flow. If an isopycnal164

diffusion parameterization is used then it is added to the right hand side of Equation (3) with diffusion165

coefficient 𝜅Redi (see Section 2.4); otherwise, implicit (numerical) diffusion that arises from discretizing the166

advection term serves to dissipate tracer variance at the grid scale.167

2.2. Backscatter parameterization168

The backscatter parameterization, designed to reenergize mesoscale turbulence at eddy-permitting resolu-169

tion, is strictly only a closure in the momentum equation (Equation 1). The main thrust of this study is170

to evaluate whether, by energizing eddies, backscatter also enhances tracer mixing along isopycnals, thus171

potentially obviating the need for an additional eddy closure in the tracer equation (Equation 3).172
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The parameterization is identical to that detailed in Yankovsky et al. (2024) except for the choice of pre-173

scribed vertical structure (Equation 8). We thus describe only its salient features as well as the novel vertical174

structure parameterization used here; the reader is referred to Yankovsky et al. (2024) for further details.175

The horizontal stresses in Equation (1) comprise two terms; namely,176

Fℎ = −∇ ⋅ [𝜈4∇(∇2u)] + ∇ ⋅ (𝜈2∇u). (4)

The dissipative biharmonic viscosity 𝜈4 > 0 is set via a Smagorinsky scheme (Griffies & Hallberg, 2000;177

Marques et al., 2022). The harmonic viscosity 𝜈2, which is negative to represent backscatter, is set by178

𝜈2(𝑥, 𝑦, 𝑧, 𝑡) = −𝑐bs√2𝑒(𝑥, 𝑦, 𝑡)𝐿mix(𝑥, 𝑦, 𝑡)𝜙(𝑥, 𝑦, 𝑧, 𝑡). (5)

The nondimensional constant 𝑐bs > 0 is used to tune the parameterization (see Section 2.4). The verti-179

cally averaged subgrid mesoscale eddy kinetic energy (MEKE) 𝑒 = 𝑒(𝑥, 𝑦, 𝑡) informs the local magnitude180

of backscatter and is set via a prognostic MEKE budget following a similar proposal of Jansen et al. (2019),181

namely182

𝜕𝑡𝑒 = ̇𝑒smag − ̇𝑒bs − ̇𝑒diss − ̇𝑒adv, (6)

where ̇𝑒smag is the energy removed from the resolved flow by the biharmonic Smagorinsky viscosity, ̇𝑒bs is the183

energy returned to the resolved flow by the negative harmonic viscosity, ̇𝑒diss is the frictional dissipation of184

MEKE by quadratic drag, and ̇𝑒adv represents horizontal transport of MEKE parameterized as advection by185

the vertically averaged resolved flow and diffusion (see Jansen et al., 2019).186

The subgrid eddy mixing length 𝐿mix = 𝐿mix(𝑥, 𝑦, 𝑡) in Equation (5) is defined as187

𝐿mix = min(𝐿Δ, 𝐿𝛽∗ ), (7)

where 𝐿Δ is the local horizontal grid spacing and 𝐿2𝛽∗ = √2𝑒/𝛽∗ is a subgrid Rhines scale that takes into188

account both planetary and topographic vorticity gradients, i.e., 𝛽∗ = ||𝛽j − (𝑓0/𝐻)∇𝐻||, where 𝛽 = 𝜕𝑦𝑓 and189

𝐻 is the local depth (Figure 1b); taking the minimum of several candidate mixing length scales is motivated190

by Jansen et al. (2015) (see also the discussion in Nummelin & Isachsen, 2024).191

The subgrid eddy vertical structure 𝜙 = 𝜙(𝑥, 𝑦, 𝑧, 𝑡) in Equation (5) is based on surface quasi-geostrophic192

dynamics following Zhang et al. (2024), with193

𝜙(𝑥, 𝑦, 𝑧, 𝑡) = 𝑒𝑐exp𝑧𝑠/𝐿mix , (8)

where 𝑐exp is a nondimensional constant used to tune the surface-intensification of the vertical structure194

(see Section 2.4), 𝑧𝑠(𝑧) = −∫0
𝑧 𝑁(𝑧′)/|𝑓|𝑑𝑧′ is a stretched vertical coordinate (𝑁 is the buoyancy frequency)195

and 𝐿mix is from Equation (7). This formulation differs slightly to that presented in Zhang et al. (2024) in196

its definition of the “energy containing wavenumber,” which here is taken to be the inverse of 𝐿mix (multi-197

plied by 𝑐exp). This vertical structure parameterization is the main difference to the simulations presented in198

Yankovsky et al. (2024), who used a vertical structure based on an equivalent barotropic mode. We choose199

to use the vertical structure parameterization of Zhang et al. (2024) as (i) it leads to slightly better overall200

results in our parameterized simulations, and (ii) it is the vertical structure being implemented for use in a201

backscatter parameterization in GFDL’s ESM4.5.202

2.3. Diagnosing isopycnal diffusivities203

We evaluate the effect of this backscatter parameterization on tracers by diagnosing the three-dimensional204

structure of isopycnal diffusivities associated with eddy tracer fluxes and mean tracer gradients. Doing so205

in an isopycnal model leads naturally to the thickness-weighted average (TWA) formulation (e.g., Andrews,206

1983; de Szoeke&Bennett, 1993; Young, 2012; Loose et al., 2023; Jansen et al., 2024). Diagnosing diffusivities207

from the resultant flux-gradient statistics is also a non-trivial task in numerical models. Here, we employ the208

Method ofMultiple Tracers to diagnose robust estimates of isopycnal diffusivities in our simulations (Plumb209

& Mahlman, 1987; Bratseth, 1998; Bachman & Fox-Kemper, 2013; Fox-Kemper et al., 2013; Abernathey et210

al., 2013; Bachman et al., 2015; Wei & Wang, 2021; Zhang &Wolfe, 2022).211
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2.3.1. Defining the thickness-weighted average212

Denoting (⋅) as an appropriateReynolds averaging operator (defined in Section 3.2) and averaging the thickness-213

weighted tracer equation (Equation (3)) naturally gives rise to the TWA, defined as214

̂𝑐 ≡ ℎ𝑐
ℎ
, (9)

with eddy terms defined as deviations from this average215

𝑐″ ≡ 𝑐 − ̂𝑐. (10)

The TWA tracer equation is then216

𝜕𝑡(ℎ ̂𝑐) + ∇ ⋅ (ℎû ̂𝑐) = −∇ ⋅ (ℎF𝑐), (11)

where217

F𝑐 ≡ û″𝑐″ (12)

is the eddy tracer flux in a thickness-weighted framework. The TWA is key to retaining the eddy tracer218

flux within the divergence. Mean and eddy tracer variance equations that follow from Equation (11) are219

presented in Appendix A.220

2.3.2. Defining the mixing tensor221

A common assumption when studying and parameterizing eddy fluxes is that the eddy tracer flux (Equation222

(12)) can be written as a mixing tensor K times the mean tracer gradient, i.e.,223

û″𝑐″ ≡ −K∇ ̂𝑐, K ∈ ℝ2×2. (13)

If K is symmetric and positive-definite then the effect of Equation (13) in Equation (11) is that of down-224

gradient diffusion along isopycnals, which is the effect targeted by typical isopycnal diffusion parameteriza-225

tions (Redi, 1982). In general, K is not symmetric and positive-definite; however, it can always be uniquely226

decomposed into symmetric and antisymmetric parts227

K = S + A, (14)

where S = (K + KT)/2 and A = (K − KT)/2. This decomposition is physically meaningful as it can be shown228

(see Appendix A) that the flux associated with the antisymmetric part F𝑐A ≡ −A∇ ̂𝑐 has no effect on tracer229

variance (see also Griffies, 1998); this flux is often referred to as reversible “stirring.” This is in contrast to the230

flux associated with the symmetric part F𝑐S ≡ −S∇ ̂𝑐which acts as a global sink of mean tracer variance (see231

Appendix A), thus behaving like irreversible “mixing.” Irreversible mixing is the effect targeted by typical232

isopycnal mixing parameterizations. Thus the primary focus in this study will be on the symmetric part S.233

The symmetry of S implies it can be orthogonally diagonalized as234

S = UDUT, (15)

where the orthonormal columns of U are the eigenvectors of S and235

D = [𝜅1 0
0 𝜅2

] , (16)

where 𝜅1 and 𝜅2 are the eigenvalues of S with 𝜅1 ≥ 𝜅2 by definition. The eigenvalues 𝜅1 and 𝜅2 represent236

isopycnal diffusivities along orthogonal mixing directions defined by the columns of U. In this study, we237

“measure” the diffusivities and directions in our simulations by diagnosingK fromEquation (13), themethod238

for which we discuss next.239
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2.3.3. Diagnosing the mixing tensor240

To diagnose the four entries of K by inverting Equation (13) requires two equations—two tracers advected by241

the same flow (e.g., Plumb&Mahlman, 1987). However, the use of only two tracers can cause the diagnosed242

K to depend strongly on the particular tracer distributions or to become ill-conditioned (Bratseth, 1998); for243

instance, if one of the tracer gradients vanishes then inverting Equation (13) becomes indeterminate. This244

motivates theMethod ofMultiple Tracers as a way tominimize these effects and to diagnose a robust, tracer-245

independent mixing tensor.246

We consider the simultaneous advection of 𝑚 passive tracers 𝑐 = 𝑐𝑗 for 𝑗 = 1,… ,𝑚, each with its own247

mean gradient ∇ ̂𝑐𝑗 . It is assumed that the same mixing tensor in Equation (13) applies to all tracers and248

thus depends only on the underlying flow, i.e., û″𝑐″𝑗 = −K∇ ̂𝑐𝑗 for all 𝑗. If F ∈ ℝ2×𝑚 is a flux matrix with249

columns û″𝑐″𝑗 and G ∈ ℝ2×𝑚 is a gradient matrix with columns∇ ̂𝑐𝑗 , then the flux-gradient relationship for250

each tracer can be combined into a single matrix equation251

F = −KG. (17)

For𝑚 > 2, Equation (17) is an overdetermined system of equations whose best-fit, least-squares solution is252

given by253

K ≃ Klsq = −FG† (18)

where (⋅)† is the pseudoinverse. The symmetric part is computed similarly, i.e., S ≃ Slsq = (Klsq + KTlsq)/2.254

In summary, by combining flux-gradient information frommany tracers advected by the same flow, an opti-255

mal estimate for K (Equation (18)) can be diagnosed with low errors in the least-squares sense (see Appendix256

B) and the dependency of K on the particular tracer distributions is reduced (see Zhang &Wolfe, 2022).257

Themean tracer gradients aremaintained in statistically steady state through the addition of a slow restoring258

in the tracer equation (Equation (3)), so that259

𝜕𝑡(ℎ𝑐) + ∇ ⋅ (ℎu𝑐) = 1
𝜏ℎ(𝑐

∗ − 𝑐), (19)

where 𝜏 is a prescribed time scale and 𝑐∗ is a prescribed target profile. This ensures that once the turbulent260

flow reaches statistically steady state, eddy fluxes will continuously feed off the mean gradients that each261

tracer has been reorganized into. The restoring time scales are slow with respect to typical eddy turnover262

times. Here we use two time scales and four target profiles; namely,263

𝜏 ∈ {2, 6} years,
𝑐∗ ∈ { sin (2𝜋𝑥), cos (2𝜋𝑥), cos (𝜋𝑦), 𝑦},

where 𝑥 and 𝑦 are normalized longitude and latitude coordinates; each tracer varies between −1 and 1. The264

combinations from these two sets results in𝑚 = 8 unique tracers, each with its own mean gradient, which265

makes Equation (17) overdetermined and available for pseudoinversion. Finally, to account for the effect266

that the weak restoring has on the flux-gradient relationship (Equation (13)), we here also incorporate the267

correction to Equation (18) described in Section 5.2 of Bachman et al. (2015).268

2.4. Simulations269

The simulations considered in this study are summarized in Table 1. A 1/32∘ reference simulation (ref) is270

“eddy-resolving” over most of the domain, except over the shelves along the edge of the domain (Figure271

1e). All other simulations are “eddy-permitting” over most of the domain (Figure 1c, d), with horizontal272

grid spacings of 1/2∘ (p5) and 1/4∘ (p25). The eddy-permitting simulations use either no mesoscale param-273

eterization (noBS), isopycnal tracer diffusion (noBS-Redi), or the backscatter parameterization outlined in274

Section 2.2 (BS). Except for the horizontal grid spacing, time step, and choice of mesoscale parameterization,275

all model parameters are the same across the simulations.276
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Simulation Grid [∘] Backscatter 𝜅Redi max, volume-mean [m2 s−1] 𝑐bs 𝑐exp
p5noBS 1/2 No 0 — —
p5BS 1/2 Yes 0 4 2.5
p5noBS-Redi 1/2 No 2400, 893 — —
p25noBS 1/4 No 0 — —
p25BS 1/4 Yes 0 2 1.75
p25noBS-Redi 1/4 No 2400, 516 — —
ref 1/32 No 0 — —

Table 1: Main simulations performed in this study. “Grid” refers to the horizontal grid spacing. “Backscatter”
(BS) refers to whether the backscatter parameterization of Section 2.2 is used. If isopycnal tracer diffusion
is used, its maximum value is given by “𝜅Redi max”; this value is then scaled horizontally and vertically (see
Section 2.4). If the backscatter parameterization is used, the tuning coefficients are given by 𝑐bs (Equation
(5)) and 𝑐exp (Equation (8)).
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Figure 2: (a, b) Time series of globally integrated (a) kinetic energy and (b) available potential energy for the
main simulations outlined in Table 1. The 1/8∘ and 1/16∘ simulations are not included in Table 1 as they are
performed only as part of the spin-up of the 1/32∘ (ref) simulation (see text). The gray shading represents
the 2,000–day window used for analysis throughout this study. (c) Zonally averaged sea surface height (SSH)
standard deviation with respect to a 2,000–day climatology.

In the noBS-Redi simulations, the parameterized isopycnal tracer diffusivity has a maximum value of 2,400277

m2 s−1, a value based on the diagnosed diffusivities in the ref simulation (see Section 3.2). This maximum278

value is reduced horizontally by a step function resolution criterion (Hallberg, 2013)—set to zero where the279

mesoscale is deemed resolved (within the pink isoline in Figure 1) and unscaled otherwise—and vertically280

by a locally computed equivalent barotropic mode, a structure often used in observational and modeling281

studies (e.g., Adcroft et al., 2019; Groeskamp et al., 2020; Holmes et al., 2022). As tracers are passive in the282

NW2 configuration, isopycnal tracer diffusion does not affect the flow, and thus velocities and stratification283

are identical between the noBS and noBS-Redi simulations at each resolution. The noBS-Redi simulations284

will therefore only be considered in Sections 3.4 and 3.5 where passive tracer-only results are discussed.285

Following Yankovsky et al. (2024), the backscatter simulations were tuned so that the globally integrated KE286

and APE simultaneously match those of the coarsened ref simulation (Figure 2a, b) via the parameteriza-287

tion’s twomain tuning parameters: 𝑐bs (Equation (5)) and 𝑐exp (Equation (8)); the values are given in Table 1.288

Other flowmetrics were also checked when tuning, including the KE distribution throughout the domain as289

well as the stratification, especially in the reentrant channel (see Section 3.1). The values of 𝑐bs differ to those290

in Yankovsky et al. (2024) as here we employ a different vertical structure for backscatter. However, they are291

consistent with these authors’ analysis where the transition from 1/2∘ to 1/4∘ required a roughly halved 𝑐bs292
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coefficient. In the regime where 𝐿mix (Equation (7)) is set by the grid scale, then the vertical structure (Equa-293

tion (8)) is more surface-intensified at 1/4∘ than at 1/2∘, which is also consistent with the recommendations294

of Yankovsky et al. (2024). Finally, we employ the backscatter shut-off criterion described in Yankovsky et295

al. (2024): here, whenever the biharmonic viscosity 𝜈4 reaches 0.45 of its CFL limit, the viscous-source and296

backscatter-sink terms in the MEKE budget (Equation (6)) are turned off (until 𝜈4 settles back below the297

shut-off criterion). This mitigates a positive feedback cycle that can emerge between the biharmonic vis-298

cosity and harmonic negative viscosity (see Yankovsky et al., 2024); its use ensures numerical stability and299

obviates the need to substantially reduce the time step. Like the other tuning parameters, this value was300

chosen empirically when tuning.301

The 1/2∘ and 1/4∘ simulations were spun up from rest for 45,000 days, which was sufficiently long for there302

to be minimal drift in globally integrated KE and APE (Figure 2a, b). More intensive diagnostics were saved303

over the final 2,000–day window, which will be the period used for analysis throughout the study. The spin-304

up procedure for the 1/32∘ simulation follows that described inMarques et al. (2022). First, a 1/8∘ simulation305

is branched from the 1/4∘ unparameterized simulation after 30,000 days by interpolating interface height306

and tracer fields, and setting velocities and transports to zero; the 1/8∘ simulation is run for 5,000 days with307

mechanical equilibrium quickly re-achieved. This procedure is then repeated at 1/16∘ and at 1/32∘. The308

globally integrated KE and APE of the 1/32∘ simulation show minimal drift by the end of this procedure309

(Figure 2a, b).310

3. Results311

3.1. Evaluating the backscatter parameterization312

Figure 3: (a–e) Snapshots of depth-averaged EKE (on a log color scale) in the (a) p5noBS, (b) p25noBS,
(c) p5BS, (d) p25BS, and (e) ref simulations (see Table 1). (f) Time-, depth-, and zonally averaged EKE in
the same simulations. (g) Energy-containing scale (Equation (22)) in the same simulations; grid spacing is
computed as√(Δ𝑥2 + Δ𝑦2)/2 following Hallberg (2013).

In this first analysis section, we briefly evaluate the effect of the backscatter parameterization on energetics313

and stratification, before focussing on tracer mixing in the following sections. We first examine the distri-314
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bution of depth-averaged EKE. Denoting (⋅)′ as a deviation from a 2,000–day time average (⋅)
𝑡
, then EKE is315

here defined as316

EKE ≡ 1
2‖u

′‖2, u′ ≡ u − u𝑡, (20)

and is computed from 10–day snapshots. Depth-averages are defined as317

𝑓
𝑧
≡
∑𝑛 ℎ𝑛𝑓𝑛
∑𝑛 ℎ𝑛

(21)

for any field 𝑓 = 𝑓𝑛(𝑥, 𝑦, 𝑡) (recall 𝑛 is the layer index). Throughout much of the domain, depth-averaged318

EKE is an order of magnitude or larger in the backscatter simulations over unparameterized simulations319

(Figure 3); these results are similar to those in Yankovsky et al. (2024). Depth-averaged EKE in the channel320

(“Southern Ocean”) is more commensurate across the simulation but is still between three to four times321

smaller in both p5noBS and p25noBS than in the p5BS, p25BS, and ref simulations (Figure 3f).322

Although eddy activity is improved in the backscatter simulations, the lateral scale of eddies appears too large323

at 1/2∘ resolution (p5BS) (Figure 3c). To demonstrate this quantitively, we compute the energy-containing324

scale 𝐿e from the sea surface height (SSH) deviation 𝜂′SSH (e.g., Zhang &Wolfe, 2022; Yankovsky et al., 2024)325

via326

𝐿e =
√√√√
√

𝜂′2SSH
𝑡

|∇𝜂′SSH|2
𝑡 . (22)

When eddies are present, 𝐿e is a good approximation to the peak of the surface kinetic energy spectrum327

(Zhang & Wolfe, 2022) and is thus indicative of the lateral eddy scale. However, in the limit of minimal328

eddy activity, 𝐿e can become very large where spatial gradients become small, as occurs here for the p5noBS329

simulation. Figure 3g demonstrates that the eddy scale is larger in p5BS than in ref, especially in mid- and330

high northern latitudes. Overly large eddies also manifest as an overly large SSH standard deviation (Figure331

2c). We hypothesize that the eddy scale is too large at 1/2∘ resolution since smaller eddies are too close332

to the grid scale (Figure 3g) and are dissipated by the biharmonic viscosity. This issue is mitigated at 1/4∘333

resolution (p25BS), where the eddy scale is more in line with the ref simulation.334

Figure 4: Snapshots of zonally averaged EKE (on a log color scale) in the (a) p5noBS, (b) p25noBS, (c) p5BS,
(d) p25BS, and (e) ref simulations (see Table 1). Thin white lines show zonally averaged isopycnal interfaces;
gray shading shows bathymetry.

We next consider the zonally averaged vertical structure of EKE. The EKE is too weak at depth in the unpa-335

rameterized simulations (Figure 4a, b); the exception is in the SouthernOcean zonal jetwhereEKE, although336

still tooweak, penetrates to depthmore accurately, consistent with the findings of Yankovsky et al. (2022). In337

the p5BS simulation, EKE is too weak in the Southern Ocean at depths below roughly 1,500 m compared to338

the ref simulation (Figure 4c, e). However, throughout the rest of the domain, the vertical structure of EKE339

is largely in line across the p5BS, p25BS, and ref simulations. This suggests that backscatter is helping to340

liberate energy being trapped in higher baroclinic modes, which occurs when the baroclinic energy cycle is341
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Figure 5: Time-averaged isopycnal interfaces in unparameterized (purple), backscatter (pink) and ref (black)
simulations; gray shading shows bathymetry. (a–b) Meridional section over the reentrant channel at 0∘E in
(a) 1/2∘ simulations (p5noBS and p5BS) and (b) 1/4∘ simulations (p25noBS and p25BS). (c–d) Zonal average
shown between 45∘S and 70∘N in (c) 1/2∘ simulations (p5noBS and p5BS) and (d) 1/4∘ simulations (p25noBS
and p25BS). The ref simulation has been coarsened from 1/32∘ to either 1/2∘ (a, c) or 1/4∘ (b, d).

poorly resolved (Kjellsson & Zanna, 2017; Yankovsky et al., 2022), thereby allowing more barotropic eddies342

to form.343

Finally, we evaluate the mean stratification in the simulations. Isopycnals are generally overly steep in344

the unparameterized simulations (Figure 5) due to the poorly resolved energy cycle of baroclinic eddies,345

which extract mean APE and convert it to EKE. A lack of mean APE extraction results in excessively steep346

isopycnals. Isopycnals in the backscatter simulations are closer to the ref simulation due to higher EKE and347

thus more efficient mean APE extraction (Figure 5). However, at 1/2∘ resolution (p5BS) the isopycnals are348

in some cases overly flat with respect to the ref simulation, largely in the upper ocean (Figure 5c). This is349

consistent with the eddies in this simulation being too large (Figure 3g), with larger baroclinic eddies being350

more efficient at extracting mean APE (Larichev & Held, 1995). The locations of the isopycnal outcrops in351

the Southern Ocean are inaccurate in the unparameterized simulations, whereas the outcrop locations in352

the backscatter simulations are closer to the ref simulation, which has consequences for Southern Ocean353

ventilation (see Section 3.5).354

In summary, the backscatter parameterization leads to both elevated eddy activity, manifesting as larger EKE355

and larger SSH variability, as well as improved mean stratification over simulations without a backscatter356

parameterization, which have subdued eddy activity and overly steep isopycnals. Following the interpreta-357

tion of Yankovsky et al. (2024), this joint effect of backscatter to both energize eddies and, thereby, lead to358

accurate large-scale stratification suggests that no additional GM-like thickness diffusion parameterization359

is necessary in these simulations. In the following sections, we seek to determine whether this backscatter360

parameterization also has a positive effect on along-isopycnal tracer mixing, suggesting that no additional361

Redi-like isopycnal diffusion parameterization is needed.362
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3.2. Diagnosed isopycnal diffusivities363

In this section, we assess the results of the Method of Multiple Tracer (MMT) inversion outlined in Section364

2.3.3, which diagnoses two isopycnal diffusivities and associated mixing directions. The averaging operator365

(⋅) in theMMT inversion (Equations (9) and (10)) is a combination of online time averaging over a 2,000–day366

window and offline spatial coarsening onto a 2∘ × 2∘ grid. The diffusivities and mixing directions are thus367

defined on this 2∘×2∘ grid. Eddy products are computed by assuming the averaging operator obeys standard368

Reynolds assumptions, i.e., û″𝑐″ = û𝑐 − û ̂𝑐 (see Section 2.3.1). Note that the simulations with isopycnal369

tracer diffusion (p5noBS-Redi and p25noBS-Redi) are not discussed here.370

3.2.1. Spatial distribution of diffusivities371

Figure 6: Depth-averaged isopycnal diffusivities and eigenvectors (mixing directions) from the Method of
Multiple Tracers inversion (see Section 2.3.3). (a–e) 𝜅1 (on a log color scale) in the (a) p5noBS, (b) p25noBS,
(c) p5BS, (d) p25BS, and (e) ref simulations. (f) Eigenvectors associated with 𝜅1 in the ref simulation (the
other simulations are similar), and the time-mean barotropic stream function is shown in contours. (g–l) As
in (a–f) but for 𝜅2. Negative values of 𝜅1 and 𝜅2 are plotted in black. Note that the colorbar limits differ for
𝜅1 and 𝜅2. The eigenvectors in (f, l) are shown on a coarser grid than the diffusivities for ease of viewing.

Figure 6 shows the depth-averaged isopycnal diffusivities 𝜅1 and 𝜅2 (Equation (15)) as well as their mixing372

directions (eigenvectors). The larger diffusivity 𝜅1 generally has its mixing direction aligned with the mean373

flow, while 𝜅2 is generally directed across it (Figure 6f, l). That 𝜅1 tends to represent an along-mean flow374

diffusivity suggests that its larger values may be the result of mean flow-induced shear dispersion (Taylor,375

1953; Smith, 2005). Similarly, that 𝜅2 represents an across-mean flow diffusivity suggests that it may be376

affected by mean flow suppression (Ferrari & Nikurashin, 2010; Groeskamp et al., 2020). These hypotheses377

are tested in Section 3.2.2.378

Similar to EKE (see Section 3.1), depth-averaged isopycnal diffusivities are subdued in the p5noBS and379

p25noBS simulations over much of the domain compared to the p5BS, p25BS, and ref simulations, and are380

smaller inmany regions by an order of magnitude ormore (Figure 6). In the backscatter and ref simulations,381

depth-averaged diffusivities are generally 𝒪(100–1,000) m2 s−1 and tend to be larger on or downstream of382

the meridional ridge. Diffusivities are elevated in the energetic western boundary current regions at ±40∘N383
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in the ref simulation as well as in a mixing hotspot in the channel downstream of the ridge at roughly 50∘E;384

this is less pronounced in the backscatter simulations, which showed weaker EKE in these regions (Figure385

3). In contrast, diffusivities are larger in the p5BS simulation than in the ref simulation at northernmid- and386

high latitudes. This may stem from the overly large eddies in this region (Figure 3g): from a mixing length387

argument, eddies with larger lateral scales but commensurate energy levels will generate larger diffusivities.388

Figure 7: Zonally averaged isopycnal diffusivity 𝜅2 (on a log color scale) in the (a) p5noBS, (b) p25noBS, (c)
p5BS, (d) p25BS, and (e) ref simulations. Thin white lines show zonally and time-averaged isopycnal inter-
faces (coarsened to the same horizontal grid as the diffusivities); gray shading shows bathymetry. Negative
values are plotted in black.

We next examine the zonally averaged vertical structure of the diffusivities, focussing on the mostly merid-389

ionally directed 𝜅2 diffusivity (Figure 7). In the unparameterized simulations, the vertical damping of mix-390

ing largely follows the vertical damping of EKE (cf. Figures 4 and 7). In the backscatter simulations, the391

vertical structure of mixing is remarkably similar to the ref simulation in the subtropics. However, in the392

ref simulation there are subsurface maxima in the Southern Ocean zonal jet and in the western boundary393

current region (roughly 40∘N), whereas the diffusivity appears more surface-intensified in the backscatter394

simulations, particularly in p5BS.395

Figure 8 shows the vertical structures of 𝜅1 and 𝜅2 averaged over three regions highlighted in Figure 1b: in396

the southeastern subtropics, in the northeastern subpolar region, and in the Southern Ocean. In all regions,397

the magnitude of 𝜅1 is generally too low in p5BS and p25BS compared to ref, especially in the Southern398

Ocean region (Figure 8a, b, c). Agreement in magnitude is generally stronger in 𝜅2, with excellent simi-399

larity in the subtropical region in both magnitude and 𝑒-folding depth (Figure 8d). However, as noted in400

the previous paragraph, there are differences in the vertical structures of 𝜅2, particularly between the p5BS401

and ref simulations in the subpolar and Southern Ocean regions shown in Figure 8. We next test possible402

hypotheses to explain (i) the enhancement of 𝜅1 and (ii) the surface suppression of 𝜅2 in the ref simulation;403

our main goal is to explain the differences between the backscatter and ref simulations.404

3.2.2. Shear dispersion enhancement and mean flow suppression405

Mixing length theory proposes that an eddy diffusivity𝒦 be written as406

𝒦 ≡ Γ𝑢rmsℓ, (23)

where Γ is the mixing efficiency, 𝑢rms is the root-mean-square (rms) eddy velocity, and ℓ is an eddy mixing407

length. Here, we assume that Γ = 0.35 (e.g., Klocker & Abernathey, 2014; Groeskamp et al., 2020), that the408

eddy velocity is given by the time-averaged and vertically-dependent EKE (Equation (20)), i.e.,409

𝑢rms(𝑥, 𝑦, 𝑧) = √2EKE
𝑡
, (24)

that the eddy mixing length is given by the vertically-independent energy-containing scale (Equation (22)),410

i.e., ℓ = 𝐿e, and that𝒦 represents a background eddy diffusivity.411
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We first assess why 𝜅1 tends to be larger in the ref simulation than in the backscatter simulations. Shear412

dispersion (Taylor, 1953) suggests that a diffusivity in the along-mean flow direction𝒦∥ should be enhanced413

over a background diffusivity, with the prediction (up to a scaling constant)414

𝒦∥ ≡
𝒰2ℓ2𝒰
𝒦 , (25)

where 𝒰 is a scale for the mean flow magnitude and ℓ𝒰 is a length scale for the mean flow shear. Smith415

(2005) showed this prediction to hold reasonably accurately in jet-dominated two-dimensional turbulence.416

We therefore compute Equation (25) with depth-averaged fields by defining a mean flow scale and a shear417
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length scale as418

𝒰2 ≡ ⟨(𝑢𝑧,𝑡)2 + (𝑣𝑧,𝑡)2⟩, ℓ2𝒰 ≡ 𝒰2

⟨(𝜕𝑦𝑢
𝑧,𝑡)2 + (𝜕𝑥𝑣

𝑧,𝑡)2⟩
, (26)

where (⋅)
𝑧,𝑡

is a depth- and time-average and ⟨⋅⟩ is a spatial coarsening onto a 2∘ × 2∘ grid. We also use the419

depth-averagedmixing length diffusivity ⟨𝒦
𝑧
⟩ in Equation (25). Figure 9 shows the result plotted against 𝜅1

𝑧
420

averaged over the three regions in Figure 8. The prediction is imperfect, especially in the subtropics region,421

which is possibly related to the neglect of vertical variations in the flow. However, the results suggest, at422

least in the subpolar and Southern Ocean regions, that enhanced dispersion along strong barotropic shear423

flows may contribute to the increases in 𝜅1 across the resolutions.424

We next assess whether mean flow suppression theory can explain the differences in the vertical structure425

of 𝜅2, in particular, between p5BS and ref, which showed larger discrepancies (Figure 8e, f). Such theory426

(Ferrari & Nikurashin, 2010; Klocker et al., 2012) proposes that the diffusivity in the across-mean flow di-427

rection𝒦⟂ be suppressed over a background diffusivity in the presence of mean flows. We write the result428

of Ferrari and Nikurashin (2010) in the general form429

𝒦⟂ ≡ 𝑆⟂𝒦, (27)

where430

𝑆⟂ ≡
1

1 + 𝛾−2𝑘2e(𝑐𝑤,∥ − 𝑈∥)
2 (28)

is the suppression factor in the cross-stream direction. Here, 𝛾 is an eddy decorrelation rate, which we as-431

sume to be depth-independent and is found by a least squares approach similar to previous studies (e.g.,432

Klocker et al., 2012; Groeskamp et al., 2020; Zhang & Wolfe, 2022); 𝑘e is an eddy wavenumber, here com-433

puted as 𝑘e = 1/ℓe, where ℓe is the energy-containing scale (Equation (22)); and 𝑐𝑤,∥ and𝑈∥ are, respectively,434

the eddy phase speed and time-averaged flow projected onto the eigenvector associated with 𝜅1 (recall that435

this is orthogonal to the direction associated with 𝜅2). The eddy phase velocity is calculated using the long436

planetary Rossby wave dispersion relation, Doppler-shifted by the depth- and time-averaged flow as sug-437

gested by Klocker and Marshall (2014), so that438

c𝑤 = u𝑧,𝑡 − 𝛽𝐿2di. (29)

We then project the time-averaged flow u𝑡 and c𝑤 onto the eigenvector associated with 𝜅1 to calculate 𝑈∥439

and 𝑐𝑤,∥, respectively. From this construction, the only depth-varying component of Equation (28) comes440

from 𝑈∥. As noted above, 𝛾 is found via a least squares approach by minimizing the vertical integral of the441

squared difference between profiles of 𝜅2 and 𝒦⟂. This is done for each profile in each region shown in442

Figure 8 (results were similar if 𝛾was instead found by fitting the averaged profile in each region). We show443

only the results for the subpolar and Southern Ocean regions in Figure 9 as Equation (27) was not a good444

model for 𝜅2 in the subtropics region (not shown).445

The suppressed diffusivity𝒦⟂ generally captures the vertical structure of 𝜅2 in both the subpolar and South-446

ernOcean regions in the upper 1,000m (Figure 9), though performs less well at depths below this (see Zhang447

& Wolfe, 2022). In the subpolar region, the mixing length diffusivity 𝒦 is similar to both 𝒦⟂ and 𝜅2. This448

demonstrates that, in this region, the differences in 𝜅2 between the backscatter and ref simulations arise449

largely from differences in the eddy scale and EKE. In contrast, in the Southern Ocean region, 𝒦⟂ is sys-450

tematically smaller than 𝜅2 at the surface, and is increasingly so as resolution increases. In this region, the451

mean flow𝑈∥ at the surface is in fact slightly stronger in p5BS than in ref (not shown), so differences between452

these simulations arise from the 𝛾−2𝑘2e prefactor (Equation (28)). The eddy decorrelation time scale from the453

fitting procedure is found to be 𝛾−1 = 3.6, 4.7, and 5.5 days, and the energy-containing scale is 𝑘−1e = 60, 55,454

and 58 km in the p5BS, p25BS, and ref simulations, respectively. The 𝛾−2𝑘2e prefactor is thus indeed smaller455

in p5BS than in ref. Ferrari and Nikurashin (2010) suggest that 𝛾−1 is proportional to the eddy strain rate456

(𝑘2eEKE)
−1/2. However, computing 𝛾−1 as such using the energy-containing scale (Equation (22)) and EKE457

here implies the opposite tendency, i.e., 𝛾−1 decreases as resolution increases (not shown), largely since the458
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Figure 9: (a–c) Depth-averaged shear dispersion diffusivity (Equation (25)) against depth-averaged 𝜅1, aver-
aged over the same three regions as in Figure 8. (d–f) Vertical structure of 𝜅2 (solid), mixing length diffusivity
𝒦 (Equation (23); dashed) and suppressed mixing length diffusivity𝒦⟂ (Equation (27); dashdot) in the sub-
polar region in the (d) p5BS, (e) p25BS, and (f) ref simulations (cf. Figure 8b, e). (g–i) As in (d–f) except in
the Southern Ocean region (cf. Figure 8c, f).
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eddies become more energetic as resolution increases (Figure 6f). This discrepancy between the time scale459

estimated from fitting and the time scale estimated from the eddy strain rate may come from the assump-460

tion that mixing is dominated by the energy-containing scale, as the true mixing length may be different461

(Thompson & Young, 2006; Klocker et al., 2012). Mixing is also likely driven by an increasingly multichro-462

matic eddy field as resolution (and thus the number of scales that contribute to mixing) increases, which463

may modify estimates based on a single scale (Chen et al., 2014). A detailed examination of these effects464

and the dependencies on elements of the parameterization is left for future work, as it is beyond the scope465

of the present study. However, we take it to be an interesting empirical result that the mixing suppression466

function from Ferrari and Nikurashin (2010) is able to explain the smaller degree of surface suppression in467

p5BS relative to ref, possibly due to larger eddies that decorrelate more quickly.468

3.2.3. Statistical distribution of diffusivities469

An additional question to address is how backscatter modifies the statistical distribution of the isopycnal470

diffusivities throughout the domain. Backscatter leads to improvements over unparameterized simulations,471

shifting the distributions of 𝜅1 and 𝜅2 towards larger values and more closely matching the ref simulation472

(Figure 10). Neither the p5BS nor p25BS simulationmatches the extremes in the tail of the 𝜅1 distribution in473

the ref simulation, which is possibly related to horizontal shear flows that areweaker or unresolved at coarser474

resolutions as suggested by the analysis in the previous section (Figure 9). The 𝜅2 distributions show much475

closer agreement between the p5BS, p25BS, and ref simulations (Figure 10b), which is reflected in their near-476

equal globally averaged values (Figure 10d). Although 𝜅1 is smaller in the backscatter simulations, typical477

isopycnal diffusion parameterizations act isotropically within the isopycnal plane. These near-equal global478

values of 𝜅2 thus suggest that no supplemental isopycnal diffusion is desirable in the backscatter simulations,479

at least in the global average.480

3.3. Sensitivity to backscatter strength481

In this section, wedetermine the sensitivity of isopycnalmixing to the strength of the parameterized backscat-482

ter. Here, we deviate from the main simulations summarized in Table 1 and assess a set of simulations that483

vary the magnitude of 𝑐bs (Equation (5)), which modulates the amplitude of the negative viscosity. We show484

only simulations at 1/4∘ resolution; results were similar at 1/2∘ resolution (not shown). The particular em-485

phasis is on how the isopycnal diffusivities vary as a function of eddy energy and length scales as 𝑐bs is varied.486

The results of the 1/4∘ simulations are summarized in Figure 11. Globally integrated KE increases as 𝑐bs in-487

creases (Figure 11a), although the changes in KE become smaller for larger values of 𝑐bs. Globally integrated488

APE decreases as 𝑐bs increases (Figure 11a) since amore active eddy field extracts APEmore effectively from489

the mean flow, thereby flattening isopycnals (Figure 5). The magnitudes of the isopycnal diffusivities gen-490

erally increase as 𝑐bs increases (Figure 11d), and these increases follow a similar pattern to increases in the491

EKE (Figure 11c). Notably, the energy-containing scale (Equation (22)) does not vary in a systematic fash-492

ion as 𝑐bs varies (not shown), which is implied by the isopycnal diffusivities increasing at roughly the same493

rate as eddy velocities. If the energy-containing scale of the eddies increased as 𝑐bs increased, then diffusiv-494

ities would likely increase at a faster rate than eddy velocities from mixing length arguments (see Equation495

(23)). That the energy-containing scale does not change dramatically suggests it is more constrained by496

large-scale processes such as bottom drag and stratification, which are not modified as strongly by changes497

in 𝑐bs compared to the strong changes in EKE. We note that we have not investigated the effects of changes498

in the vertical structure via 𝑐exp (Equation (8)), which influences the resultant stratification (Yankovsky et499

al., 2024). Nevertheless, our results indicate that, at least with the present backscatter scheme, the strength500

of isopycnal mixing is strongly controlled by the strength of eddy energy as modulated by the magnitude of501

the backscatter.502
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Figure 11: Summary of simulations varying 𝑐bs. (a, b) Time series of globally integrated (a) kinetic energy
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3.4. Tracer biases503

In this section, we return to the main simulations (Table 1) and examine how improved isopycnal mixing504

from backscatter impacts tracer biases relative to the ref simulation. We here also seek to compare the effect505

of backscatter-driven isopycnal mixing to the effect of parameterized isopycnal diffusion. The isopycnal506

diffusion simulations (Redi) are described in Section 2.4 and summarized in Table 1.507

Figure 12 shows depth-averaged snapshots of one of the tracers used in the MMT inversion. The unparame-508

terized simulations (Figure 12a, d) show stronger gradients in the tracerwhere restoring gradients are largest509

(at 15∘E and 45∘E in Figure 12) compared to the ref simulation. This is a consequence of the subdued eddy510

activity which, if present, would act tomix away these gradients. Adding isopycnal diffusion improvesmean511

biases by diffusing overly large gradients (Figure 12b, e, h) [note that the impact of the abrupt resolution func-512

tion is seen in Figure 12, but a smooth transition is not necessarilymore suitable (Hallberg, 2013)]. However,513

with isopycnal diffusion these mean bias reductions are at the expense of variance biases, as diffusion also514

washes away the tracer signature of the partially resolved eddy variability (Figure 12h). The backscatter sim-515

ulations, by enhancing the eddy activity that stirs tracers, show reductions in bothmean and variance biases516

with respect to the ref simulation (Figure 12c, f, h). That backscatter improves both mean and variance bi-517

ases suggests that it is a preferable parameterization for tracer mixing in an eddy-permitting regime. The518

mean bias reductions from isopycnal diffusion might be improved through tuning of the tracer diffusion519

coefficient, a different choice of resolution function or a different prescribed vertical structure. However,520

the worsening of variance biases is likely a general result whenever some eddy variability is resolved and521

isopycnal diffusion applied to total resolved fields is added. It is possible that a splitting procedure, such as522

that proposed byMak et al. (2023) for the GM parameterization, could be applied to a Redi parameterization523

and lead to better results in this sense. However, how to implement such a procedure (see Mak et al., 2023)524

and comparisons to the approach we take here is beyond the scope of our study and is left for future work.525

3.5. Ventilation tracer526

In this final analysis section, we assess the impact of the backscatter parameterization on ocean ventilation.527

Eddy-driven isopycnal mixing plays an important role in ventilating the interior ocean, especially in the528

Southern Ocean where isopycnals outcrop at the surface, providing an adiabatic pathway from the ocean529

surface into the interior (Morrison et al., 2022). We have shown there to be differences in how our simula-530

tions represent both outcrop locations and the strength of isopycnal mixing in the Southern Ocean region of531

themodel (Sections 3.1 and 3.2). To investigate the effect of these differences, we performed an idealized ven-532

tilation tracer experiment with a similar configuration to previous studies (e.g., England, 1995; Abernathey533

& Ferreira, 2015; Balwada et al., 2018).534

The ventilation tracer is initialized first everywhere to 0. At every time step, it is then set to a value of 1 if535

the center of an isopycnal layer in a grid cell lies above a prescribed constant depth of 100 m. Otherwise, it536

is passively stirred into the interior. This experiment was performed over the 2,000–day window once the537

flow in each simulation had already reached statistically steady state (Figure 2), and output is saved as 5–day538

averages.539

The results of this experiment are summarized in Figure 13. It is readily seen that in all simulations the540

ventilation tracer is taken up at the surface and mixed into the interior by eddy stirring alone (there is no541

diapycnal mixing in the model), which is indicated by values of tracer spanning the range between 0 and 1.542

The uppermost layers, which are mostly shallower than the 100 m depth value, are almost saturated with543

tracer after 2,000 days, while eddy stirring ventilates deeper layers more slowly. The highlighted isopycnal544

layer (Figure 13a–g) is the first layer to outcrop only in the Southern Ocean (i.e., it does not also outcrop in545

the northern part of the domain) and examining the tracer on this layer provides a clear picture of Southern546

Ocean ventilation in these simulations (Figure 13h, i).547

Tracer concentration grows more slowly in the p5noBS and p25noBS simulations, which is a result of the548

subdued eddy activity that stirs the tracer into the interior (Figure 13h). This is mostly a result of subdued549

eddy stirring rather than incorrect outcropping, as confirmed by the simulations with added isopycnal tracer550

diffusion, which have the identical underlying flow and stratification to the corresponding unparameterized551
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Figure 12: (a–g) Snapshots of depth-averaged tracer restored to target profile 𝑐∗ = cos (2𝜋𝑥) with restoring
time scale 𝜏 = 6 years (see Section 2.3.3) in the (a) p5noBS, (b) p5noBS-Redi, (c), p5BS, (d) p25noBS, (e),
p25noBS-Redi, (f) p25BS, and (g) ref simulations. (h) Depth-averaged biases averaged over all tracers in
the MMT inversion (see Section 2.3.3). For each tracer for each simulation: mean biases are computed by
depth-averaging, then time-averaging, and then taking the root-mean-square of the difference between the
given simulation and the ref simulation coarsened to either 1/2∘ or 1/4∘; variance biases are computed by
depth-averaging, then taking the temporal standard deviation, and then taking the root-mean-square of the
difference between the given simulation and the ref simulation coarsened to either 1/2∘ or 1/4∘. An average
is then taken over all tracers in each simulation to obtain the values in (h).

simulation: p5noBS-Redi and p25noBS-Redi show growth in tracer concentration on this layer more in line552

with the ref simulation. However, this victory is pyrrhic as these simulations exhibit too high tracer con-553
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Figure 13: (a–g) Zonally averaged ventilation tracer after 2,000 days shown between−65∘Nand−15∘N in the
(a) p5noBS, (b) p5noBS-Redi, (c) p5BS, (d) p25noBS, (e) p25noBS-Redi, (f) p25BS, and (g) ref simulations.
Thin white lines show zonally averaged isopycnal interfaces, and the black contoured isopycnal is the first
layer to outcrop only in the Southern Ocean. Quantities on this layer are shown in (h–i): (h) the area-
averaged tracer concentration and (i) the average meridional distance travelled by the 0.1 isopleth of the
tracer.

centration on the deeper outcropping layers (Figure 13b, e) due to an inaccurate vertical structure for the554

parameterized diffusivity; this might be mitigated by a different choice of vertical structure (see Section 2.4).555

The p5BS and p25BS simulations show the closest resemblance to the ref simulation in terms of both growth556

over time and the vertical distribution of the tracer (Figure 13c, f, g, h).557

The northward advance of the 0.1 tracer isopleth gives a clear indication of tracer mixing across the simu-558

lations (Figure 13i). The 0.1 isopleth advances into the interior more slowly for the unparameterized sim-559

ulations, showing a bias of roughly 300 km after 2,000 days. Adding isopycnal tracer diffusion generally560

reduces this bias, although the effect of the horizontal resolution function is clearly seen in the p25noBS-561

Redi simulation at roughly 1,000 days, where the procession slows. The backscatter simulations show the562

closest resemblance to the ref simulation overall, although slightly overestimate the mean distance travelled563

after 2,000 days by about 30 km. These results are consistent with the findings of Abernathey and Ferreira564

(2015), where higher eddy activity (in their case due to stronger winds) drives enhanced ventilation through565

intensified isopycnal mixing.566
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4. Summary and discussion567

We have evaluated the effect of a kinetic energy backscatter parameterization on isopycnal mixing at eddy-568

permitting resolutions in a basin-scale configuration of MOM6. In this study, the backscatter parameter-569

ization is formulated as a negative harmonic viscosity in the momentum equations, whose magnitude is570

informed by a local prognostic subgrid energy budget, and acts to reenergize eddies that are spuriously dis-571

sipated by a biharmonic viscosity. Importantly, the backscatter parameterization is not combined with addi-572

tional GM or Redi parameterizations for eddy-driven overturning and eddy-induced along-isopycnal tracer573

diffusion, respectively. We have assessed the representation of isopycnal mixing by diagnosing the three-574

dimensional structure of isopycnal diffusivities via a multiple tracer inversion method.575

The main results are summarized here:576

1. Simulations with no mesoscale parameterization in this model, at both 1/2∘ and 1/4∘ resolutions, show577

subdued isopycnal mixing (Figure 6) and consequent tracer biases (Figures 12 and 13), largely as a re-578

sult of subdued eddy activity (Figure 3). In these simulations, the globally integrated kinetic energy is579

roughly four times smaller than a coarsened 1/32∘ simulation (Figure 2a), and the predominantly merid-580

ional diffusivity is similarly four times too small on the global average compared to the 1/32∘ simulation581

(Figure 10d). Isopycnals are also too steep in the unparameterized simulations, due to a poorly resolved582

baroclinic energy cycle, which leads to inaccurate outcrop locations in the reentrant channel that mimics583

the Southern Ocean in the model (Figure 5).584

2. Simulations employing the backscatter parameterization show elevated isopycnal diffusivities, which585

largely track the increases in eddy kinetic energy (compare Figures 3 and 6, and Figures 4 and 7). When586

compared to the 1/32∘ reference simulation, the results overall suggest that no supplemental isopycnal587

diffusion is needed in these backscatter simulations. The predominantly meridional diffusivity in the588

backscatter simulations is comparable to, and in some cases exceeds, that in the 1/32∘ simulation. The589

backscatter simulations are unable to match extremes in the distribution of the predominantly zonal590

diffusivity in the 1/32∘ simulation (Figure 10a); however, such extremesmay arise from zonal shear flows591

that are unresolved at coarser resolutions, which produce locally intense along-flow transports (Figure 9).592

The backscatter parameterization also leads to reductions in both mean and variance biases of passive593

tracers (Figure 12) as well as an improved representation of an idealized ventilation tracer (Figure 13)594

relative to the 1/32∘ simulation.595

3. Simulations that use a traditional isopycnal diffusion (“Redi”) parameterization show reduced mean596

tracer biases (Figure 12) and increased uptake of the ventilation tracer (Figure 13) relative to unparame-597

terized simulations. However, the isopycnal diffusion parameterization also diffuses the tracer signature598

of resolved eddy variability, leading to increases in tracer variance biases (Figure 12).599

Taken together, these results indicate that isopycnal diffusivities are expected to be low where eddy activity600

is low, and that, by reenergizing eddies, a backscatter parameterization can lead to an improved representa-601

tion of isopycnal mixing. Juricke et al. (2020) showed in a global model configuration that parameterizing602

backscatter can reduce tracer biases where eddy activity is better represented, while biases can increase in re-603

gions where eddy activity is over-intensified. An important result from the present study is that the strength604

of backscatter-parameterized isopycnal mixing is affected not only by the eddy kinetic energy but also by605

the dominant eddy length scale, as anticipated from mixing length arguments. In the 1/2∘ backscatter sim-606

ulation, the energy-containing scale is generally larger than in the 1/32∘ simulation by about 10–20 km607

(Figure 3g), which likely occurs because the energy-containing scale in the 1/32∘ simulation is at or below608

the 1/2∘ grid spacing; this contributes to isopycnal diffusivities being too large at 1/2∘ (Figure 6i). In the 1/4∘609

backscatter simulation, the energy-containing scale is more in line with the 1/32∘ simulation (Figure 3g),610

and isopycnal diffusivities are in turn more similar between these simulations (Section 3.2). Joint consider-611

ation should thus be given to both the eddy energy and eddy length scales when parameterizing isopycnal612

mixing via backscatter. Encouragingly, results from simulations that varied the strength of backscatter via613

the magnitude of the negative viscosity (Equation (5)) demonstrated that the energy-containing scale did614

not vary much at fixed resolution, and that increases in isopycnal diffusivities generally followed increases615

in eddy energy (Figure 11). These results suggest that the magnitude of the negative viscosity could be a616

useful knob to control the strength of isopycnal mixing in more realistic global configurations where eddy617
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activity is partially resolved but spuriously low. Further work is, of course, needed to confirm the degree to618

which this holds in realistic global models, and we hope the results in the present studymotivate such work.619

Due to our idealized model configuration, several important effects remain to be explored to achieve im-620

plementation in realistic global models. Our model is purely adiabatic with a single thermodynamic con-621

stituent, while temperature and salinity gradients can compensate and thus coexist along isopycnals in the622

ocean. Recent studies (Holmes et al., 2022; Neumann & Jones, 2025) have shown that enhanced isopyc-623

nal mixing can have indirect diabatic impacts through interactions with surface buoyancy fluxes and via624

nonlinear equation of state effects, in particular in the Southern Ocean, thus modifying circulation and625

water mass transformation processes. It will thus be important to understand the dual effect of backscatter-626

parameterized eddies to modify stratification via adiabatic APE extraction versus diabatic effects that arise627

from enhanced isopycnal mixing, especially in the Southern Ocean where a backscatter parameterization628

already likely generates strong responses (Juricke et al., 2020; Chang et al., 2023; Yassin et al., 2025). Fur-629

ther work is needed to test sensitivity to other aspects of the parameterization, such as the vertical structure,630

which has been shown to influence the resolved stratification in idealized models (Yankovsky et al., 2024)631

and whose effects may differ in more realistic models. Interactions with other processes absent from the632

model used in this study, such as mixed layer and vertical mixing processes and their parameterizations, are633

another important consideration for global model implementation and warrant future attention. It would634

also be of interest to assess the implications of elevated tracer variability at the mesoscale via a backscatter635

parameterization for air–sea fluxes (Bishop et al., 2017; Gehlen et al., 2020) as well as reactive biogeochem-636

ical tracers (Lévy et al., 2014).637

Finally, we note that the backscatter scheme used in this study is primarily a numerical, rather than a phys-638

ical, backscatter parametrization, as it acts to counteract the excessive dissipation resulting from the bihar-639

monic viscous closure. Recent work (Silvestri et al., 2024; Zhang et al., 2025) has suggested that improved640

numerics could obviate the need for an explicit viscous closure. This may reduce the spurious damping of641

resolved kinetic energy and thereby increase the effective resolution of eddy-permitting simulations. Even642

with such improved numerical schemes, however, there is likely still to be some excessive dissipation at643

small scales relative to a higher resolution simulation, which may affect large-scale fields because of miss-644

ing energy sources for upscale cascades. A numerical backscatter parameterization could thus still be of use645

in this scenario (e.g., Zhang et al., 2025). Moreover, physical backscatter parameterizations which target646

missing physics, such as the energization of mesoscale flows via submesoscale inverse cascades (Steinberg et647

al., 2022; Garabato et al., 2022), will remain relevant as long as such processes are partially or not resolved.648

Our study has demonstrated that a resolved flow, appropriately energized by a backscatter parameterization,649

can generate realistic isopycnal mixing. Many open questions remain regarding how to optimally imple-650

ment such a parameterization in a global model to balance the various effects that increased eddy activity651

may have. However, backscatter parameterizations can likely contribute to a more faithful representation652

of mesoscale eddy activity and associated eddy-induced mixing effects in the challenging eddy-permitting653

regime of ocean climate models.654

A. Further results for thickness-weighted eddy tracer fluxes655

Here, we present equations for the thickness-weighted mean and eddy tracer variances, ̂𝑐2 and 𝑐″2, that fol-656

low fromEquation (11). Following these equations, we discuss the effect of the eddy tracer fluxF𝑐 (Equation657

(12)) on tracer variance in order to clarify our focus on the symmetric part of the eddy tracer flux (see Section658

2.3.2).659

A.1. Mean and eddy tracer variance equations660

Themean tracer variance equation is found by first rewriting the TWA tracer equation (Equation (11)) in an661

advective form, multiplying by ℎ ̂𝑐, and then making use of the averaged thickness equation (Equation (2)).662
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The result is663

𝜕𝑡(ℎ
̂𝑐2
2 ) + ∇ ⋅ (ℎû ̂𝑐2

2 ) + ∇ ⋅ (ℎ ̂𝑐F𝑐) = ℎ∇ ̂𝑐 ⋅ F𝑐. (30)

The eddy tracer variance can be written as 𝑐″2 = 𝑐2 − ̂𝑐2 following usual Reynolds assumptions (see Young,664

2012). An equation for 𝑐2 is found by noting that 𝑐2 also satisfies Equation (3), averaging this equation for 𝑐2,665

and again applying Reynolds assumptions to simplify the triple products. Subtracting Equation (30) from666

the resulting equation yields the eddy tracer variance equation667

𝜕𝑡(ℎ
𝑐″2
2 ) + ∇ ⋅ (ℎû 𝑐

″2

2 ) + ∇ ⋅ (ℎ û
″𝑐″2
2 ) = −ℎ∇ ̂𝑐 ⋅ F𝑐. (31)

Equations (30) and (31) are similar to Equations (89) and (90) in Young (2012), except that Young’s equations668

are defined in a basis which differs to the basis that defines the numericalmodel’s coordinate system (Section669

2.1) (see also Jansen et al., 2024); this difference is the reason we present these equations here.670

The main point here is that the right hand sides of Equations (30) and (31) differ by a sign and sum to zero.671

These are the eddy-mean transfer terms in a thickness-weighted framework. As discussed next, if a flux-672

gradient relationship is assumed (Equation (13)), then only the symmetric part of the mixing tensor affects673

these eddy-mean transfer terms.674

A.2. Antisymmetric and symmetric eddy tracer fluxes675

Of the four degrees of freedom in the mixing tensor K ∈ ℝ2×2, only one comes from the antisymmetric part676

A = (K − KT)/2; namely,677

A = [ 0 𝜓
−𝜓 0] ,

where𝜓 is a scalar. The eddy flux associated with the antisymmetric part of K, i.e., F𝑐A ≡ −A∇ ̂𝑐, can therefore678

be written as679

−A∇ ̂𝑐 = 𝜓∇⟂ ̂𝑐, (32)

where∇⟂ = −𝜕𝑦i+𝜕𝑥j. Since∇ ̂𝑐 ⋅ (𝜓∇⟂ ̂𝑐) = 0, Equations (30) and (31) imply that F𝑐A has no effect on tracer680

variance.681

It is thus clear that only the eddy flux associated with the symmetric part of K, i.e., F𝑐S ≡ −S∇ ̂𝑐, can affect682

tracer variance (Equations (30) and (31)). Denoting rotation of a vector into the coordinate system defined683

by the orthonormal columns of U as684

ã ≡ UTa, (33)

then it follows that the right hand side of the mean tracer variance equation (Equation (30)) can be written685

as686

ℎ∇ ̂𝑐 ⋅ F𝑐 = −ℎ∇̃ ̂𝑐 ⋅ (D∇̃ ̂𝑐), (34)

which is negative-definite if the entries of D, i.e., the isopycnal diffusivities (Equation (15)), are positive.687

When globally integrated, the right hand side of Equation (34) in factmust be negative to balance dissipation688

of tracer variance. (Dissipation is not written explicitly in Equations (30) or (31) but is achieved through the689

action of molecular or numerical diffusion.) The effect of S is therefore referred to as “mixing” as it acts as a690

global sink of mean tracer variance. It is this variance-reducing mixing that is targeted by typical isopycnal691

mixing parameterizations (e.g., Redi, 1982).692
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B. Error estimation from the Method of Multiple Tracers693

Here, we describe an error estimation method for the Method of Multiple Tracers inversion described in694

Section 2.3.3. Since the inversion is a least squares regression, the error estimation method amounts to695

computing the standard errors of the coefficients (i.e., the standard deviation on the estimated coefficients)696

that define the least squares solution Klsq (Equation (18)).697

To render the overdeterminedmatrix equation (Equation (17)) in amore intuitivematrix-vector formulation698

to apply ordinary least squares results, we vectorize Equation (17) to become699

F = MK, (35)

where F ≡ vec(F) ∈ ℝ2𝑚, K ≡ vec(K) ∈ ℝ4 and M ≡ −(GT⨂𝐼2) ∈ ℝ2𝑚×4, where⨂ is the Kronecker700

product and 𝐼2 is the 2 × 2 identity matrix. As in Equation (18), the least squares estimates for the entries of701

K can be expressed as702

Klsq = M†F, (36)

with residuals then given by703

r = F −MKlsq. (37)

To proceed, we assume that the residuals (i.e., errors) are independent and identically distributed as well as704

homoskedastic. The sample variance of the errors is then705

𝑠2 = 1
2𝑚 − 4‖r‖

2, (38)

where 2𝑚 − 4 are the statistical degrees of freedom from Equation (35), and the covariance matrix ofK is706

cov(K) = 𝑠2(MTM)−1. (39)

The standard errors of the entries 𝐾𝑖 ofK are then707

se(𝐾𝑖) = √(cov(K))𝑖𝑖 , (40)

for 𝑖 = 1,… , 4.708

We then relate this expression for the standard errors in K to the standard errors in the eigenvalues 𝜅1 and709

𝜅2 of S (Equation (15)). To do this, we first define a function f that maps the entries of K to the eigenvalues710

𝜅1 and 𝜅2, i.e., k = f(K) where k ≡ (𝜅1, 𝜅2)T and (via a simple exercise in linear algebra)711

𝜅1 =
𝐾11 + 𝐾22

2 +√(𝐾11 − 𝐾22
2 )

2
+ 𝐾2

12, (41)

𝜅2 =
𝐾11 + 𝐾22

2 −√(𝐾11 − 𝐾22
2 )

2
+ 𝐾2

12, (42)

where the 𝐾𝑖𝑗 are the elements of the unvectorized matrix K. We then assume that errors propagate to first-712

order by713

cov(k) = Jcov(K)JT, (43)

where J = 𝜕f/𝜕K ∈ ℝ2×4. The standard errors in the eigenvalues are then, as in Equation (40),714

se(𝜅𝑖) = √(cov(k))
𝑖𝑖

(44)

for 𝑖 = 1, 2. Figure B1 shows the depth-averaged standard errors for 𝜅1 and 𝜅2, which can be compared to715

Figure 6.716
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Figure B1: Depth-averaged standard errors (se) for the isopycnal diffusivities from Equation (44). (a–e)
se(𝜅1) (on a log color scale) in the (a) p5noBS, (b) p25noBS, (c) p5BS, (d) p25BS, and (e) ref simulations.
(f–k) As in (a–e) but for se(𝜅2).
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Abstract Representing mesoscale turbulence in eddy-permitting ocean models raises challenges for8

climate simulations; in such models, eddies and their associated energy and transport effects are resolved9

either marginally or only over parts of the domain. Kinetic energy backscatter parameterizations have10

recently shown promise as both a momentum and a buoyancy closure for partially resolved mesoscale11

turbulence—energizing eddies which can themselves maintain accurate large-scale stratification by12

slumping steep isopycnals. However, it has not been systematically explored whether such backscatter13

parameterizations can also serve as a closure for tracer mixing along isopycnals. Here, we present14

simulations using GFDL-MOM6 in an idealized basin-scale configuration to assess whether isopycnal15

mixing is improved, at 1/2∘ and 1/4∘ eddy-permitting resolutions, through the addition of a backscatter16

parameterization. We assess the representation of isopycnal mixing principally through diagnosing the17

three-dimensional structure of isopycnal diffusivities via a multiple tracer inversion method. Isopycnal18

mixing via backscatter alone shows significant improvement and closely resembles a 1/32∘ eddy-resolving19

simulation. Backscatter-parameterized mixing also outperforms simulations with no mesoscale20

parameterization or with an isopycnal diffusion parameterization alone, with the latter damping the tracer21

signature of partially resolved eddy variability. Simulations that vary the magnitude of backscatter show22

that increases in isopycnal diffusivities largely track increases in eddy energy. Our results suggest that23

parameterizing backscatter can plausibly capture key mesoscale physics in a unified framework: the24

inverse cascade of kinetic energy, the slumping of steep isopycnals, and the along-isopycnal mixing of25

tracers.26

Plain Language Summary Turbulent ocean currents (“eddies”) are an important component27

of Earth’s ocean and climate system. Eddies play a major role in turbulently mixing quantities such as28

temperature, salinity, and oxygen along surfaces of constant density in the ocean, known as isopycnals.29

However, eddies are only marginally resolved by state-of-the-art numerical ocean and climate models.30

Marginally resolved eddies are not energetic enough, which can lead to weak large-scale currents as well as31

inaccurate temperature, salinity, and oxygen distributions. In this study, we show that making eddies more32

energetic, in a manner consistent with ocean dynamics, can improve the representation of along-isopycnal33

mixing in a numerical model that marginally resolves eddies. The improved along-isopycnal mixing in this34

model compares well to that in a high-resolution simulation where eddies are fully resolved. Our results35

suggest that energizing eddies may help to improve the representation of along-isopycnal mixing in more36

realistic global ocean and climate models.37

38

39

1. Introduction40

Mesoscale turbulence—with a horizontal scale of order 10–100 km, varying as a function of latitude, depth,41

and stratification—is a ubiquitous feature of Earth’s ocean (Chelton et al., 2011; Storer et al., 2022). It plays42

critical roles in driving the ocean’s large-scale state (e.g., J. Marshall et al., 2017; Whalen et al., 2018); set-43

ting water mass distributions (e.g., Danabasoglu et al., 1994; Thompson et al., 2014); transporting heat, salt,44

carbon, and other tracers (e.g., England & Rahmstorf, 1999; Resplandy et al., 2011; Gnanadesikan et al.,45

2015b; Stewart & Thompson, 2015; Griffies et al., 2024); and modulating ocean ecosystems (e.g., Gower et46

al., 1980; Lévy et al., 2015; Uchida et al., 2020; Couespel et al., 2021). As the ocean is strongly stratified in den-47

sity, turbulent stirring at the mesoscale and the resultant homogenization of oceanic tracers (“mixing”) oc-48

cur preferentially along surfaces of constant neutral density (“isopycnal”) (Iselin, 1939; Montgomery, 1940;49
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Abernathey et al., 2022). Isopycnal mixing is largely unresolved in coarse-resolution global ocean models50

(1∘ or coarser), as is the case for other mesoscale processes. Accounting for the net effects of these pro-51

cesses via parameterizations is leading order for ensuring model fidelity (Fox-Kemper et al., 2019; Hewitt52

et al., 2020). As modern global ocean models increasingly adopt a horizontal grid spacing that “permits”53

the mesoscale—that is, only marginally or only over parts of the domain—there is a pressing need to revisit54

the mesoscale parameterizations designed for coarse resolutions; in this “eddy-permitting” regime, these55

parameterizations may no longer be appropriate (e.g., Hallberg, 2013), while the absence of any parameter-56

ization may contribute to model biases (e.g., Griffies et al., 2015). In this study, we address the problem of57

parameterizing isopycnal mixing in such a regime.58

In coarse-resolution ocean models, isopycnal mixing is typically parameterized by a rotated diffusion opera-59

tor, introduced by Solomon (1971) and Redi (1982), oriented to align with local isopycnals with a prescribed60

isopycnal diffusion (“Redi”) coefficient 𝜅Redi; this ensures mixing across isopycnals remains small thereby61

minimizing the “Veronis effect” (Veronis, 1975; McDougall &Church, 1986; Gough&Lin, 1995). The appro-62

priate magnitude for 𝜅Redi, however, is poorly constrained, and differences in its magnitude have potentially63

significant impacts on climate-relevant simulations (e.g., Sijp & England, 2009; Gnanadesikan et al., 2013,64

2015a, 2017; Jones & Abernathey, 2019; Chouksey et al., 2022). In coupled climate model simulations, vary-65

ing 𝜅Redi between 400 m2 s−1 and 2400 m2 s−1 has been shown to induce global sea surface temperature66

changes of roughly 1∘C and regional variations as large as 7∘C (Pradal & Gnanadesikan, 2014), as well as a67

roughly 15% difference in the uptake of historical anthropogenic carbon (Gnanadesikan et al., 2015b). An68

appropriate spatial structure for 𝜅Redi may also be a source of uncertainty in coarse-resolution ocean mod-69

els, where introducing three-dimensional spatial structure into 𝜅Redi has been shown to reduce tracer biases70

and alter the global overturning circulation (Holmes et al., 2022). Uncertainty around appropriate values71

for 𝜅Redi is due in part to the widely varying observational estimates for isopycnal diffusivities from tracer72

release experiments (Ledwell et al., 1998; Tulloch et al., 2014; Zika et al., 2020; Bisits et al., 2023), float disper-73

sion (Lumpkin & Flament, 2001; LaCasce, 2008; Balwada et al., 2016), and satellite altimetry (Abernathey &74

Marshall, 2013; Klocker & Abernathey, 2014). Estimates range from local values of order 10,000 m2 s−1 in75

energetic western boundary current regions (Cole et al., 2015) to globally averaged values of order 10 m2 s−176

(Groeskamp et al., 2017). In sum, specifying an appropriate magnitude and spatial structure for isopycnal77

diffusion is a source of uncertainty in coarse-resolution global ocean models. Further uncertainty is intro-78

duced when ocean models adopt eddy-permitting resolutions, as it is unclear whether isopycnal diffusion79

remains an appropriate parameterization: should 𝜅Redi simply be scaled down as horizontal resolution is80

increased and eddies become more resolved (e.g., Kjellsson & Zanna, 2017; Kiss et al., 2020)? Or should the81

parameterization be turned off altogether once eddies are deemed sufficiently resolved (e.g., Delworth et al.,82

2012; Adcroft et al., 2019)? The present study instead examines a possible alternative parameterization for83

isopycnal mixing in the eddy-permitting regime.84

The other essential effect ofmesoscale turbulence parameterized at coarse resolutions is the adiabatic slump-85

ing of steep isopycnals—mimicking the unresolved restratifying effect of baroclinic instability, the primary86

generation mechanism for mesoscale eddies. This is typically parameterized by the Gent-McWilliams (GM)87

parameterization (Gent & McWilliams, 1990; Gent et al., 1995), and in coarse-resolution simulations GM is88

essential for maintaining accurate large-scale stratification and circulation (Danabasoglu et al., 1994; Gent,89

2011). The scheme involves the prescription of a GM coefficient 𝜅GM, with units of a diffusivity, and typi-90

cally the GM and Redi schemes are implemented together (Griffies, 1998), with some models making the91

choice that 𝜅GM = 𝜅Redi despite theory and modeling results suggesting they should in general differ (Smith92

&Marshall, 2009; Abernathey et al., 2013; Vollmer & Eden, 2013). At eddy-permitting resolutions, however,93

it has long been recognized that GM can have unwanted effects, damping partially resolved mesoscale flows94

(Hallberg, 2013), although approaches to remedy this have been proposed (Mak et al., 2023).95

Because of this lack of a clear path forward with the extant coarse-resolution parameterizations, an in-96

creasing amount of attention has been directed towards developing parameterizations specific to the eddy-97

permitting regime. In particular, when themesoscale ismarginally resolved and a viscous dissipative closure98

is used (generally necessary for numerical stability to ensure dissipation of enstrophy, but not energy, at the99

grid scale), there can exist a spurious depletion of resolved eddy kinetic energy (EKE) (Jansen &Held, 2014).100

This is due to a lack of scale separation between the eddy and viscous scales, resulting in a depletion of eddy101

energy close to the grid scale and thus reduced energy at all scales because of an incompletely resolved in-102
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verse cascade. One promising method to remedy this spurious energy dissipation is the use of a prognostic103

budget for subgrid mesoscale eddy kinetic energy (MEKE) (Cessi, 2008; Eden & Greatbatch, 2008; D. Mar-104

shall & Adcroft, 2010; Jansen et al., 2019), which can then be recycled to the resolved scales to mimic the105

energy “backscatter” from small to large scales associated with an inverse cascade (Jansen & Held, 2014;106

Jansen et al., 2015; Klöwer et al., 2018; Juricke et al., 2019; Jansen et al., 2019; Juricke et al., 2020; Yankovsky107

et al., 2024). Early proposals for an energy budget-based backscatter scheme employed GM concurrently,108

alongside the biharmonic viscous closure and a negative harmonic viscosity to represent backscatter (Jansen109

et al., 2019). In this case, GM served as a source for subgrid MEKE as GM models the conversion of mean110

available potential energy (APE) to EKE. Recent work has suggested, however, that backscatter alone can111

achieve both the EKE and APE effects of the unresolvedmesoscale turbulence in an eddy-permitting regime112

(Yankovsky et al., 2024). Yankovsky et al. (2024) found specifically, using a basin-scale ocean model in an113

idealized configuration, that a backscatter parameterization could both sufficiently elevate resolved EKE114

and, through energizing eddies that then extract mean APE, relax overly steep isopycnals with GM turned115

off altogether. These results thus suggest that a backscatter parameterization can plausibly replace the need116

for GM in an eddy-permitting regime. However, they do not address whether such a backscatter parameter-117

ization also eliminates the need for an isopycnal diffusion parameterization, as suggested by Redi (1982).118

The primary goal of this study is to determine whether a kinetic energy backscatter parameterization can119

generate sufficient isopycnal mixing, thereby eliminating the need for supplemental isopycnal diffusion, in120

the eddy-permitting regime. Secondary goals include evaluating whether backscatter-driven isopycnal mix-121

ing outperforms a traditional isopycnal diffusion parameterization as well as quantifying biases that arise122

when no mesoscale parameterization is used at these resolutions. Towards the first goal, we test the hy-123

pothesis that no supplemental isopycnal diffusion parameterization is necessary when resolved eddies are124

sufficiently energized via an appropriate backscatter parameterization. We test this hypothesis using an125

idealized adiabatic ocean model (Marques et al., 2022), designed to serve as a testbed for mesoscale param-126

eterization, with the backscatter scheme detailed in Yankovsky et al. (2024). The results we present suggest127

three main conclusions when compared to a high-resolution reference simulation: (i) that eddy-permitting128

simulations with no mesoscale parameterization show subdued levels of isopycnal mixing and consequent129

biases in tracer distributions relative to the reference simulation, (ii) that a backscatter parameterization can130

generate realistic isopycnal mixing to match the reference simulation, and (iii) that a traditional isopycnal131

diffusion parameterization is largely undesirable at eddy-permitting resolutions as it damps the tracer sig-132

nature of resolved eddy variability. This study thus presents a proof of concept for a mesoscale backscatter133

parameterization that unifies the key physics one hopes to parameterize at eddy-permitting resolutions: a134

well-resolved inverse cascade, the slumping of steep isopycnals, and the along-isopycnal mixing of tracers.135

In section 2, we introduce the model and backscatter parameterization, and outline the method used to di-136

agnose the three-dimensional structure of isopycnal diffusivities in simulations with this model. Section 3137

evaluates the simulations, comparing 1/2∘ and 1/4∘ eddy-permitting simulations to a 1/32∘ eddy-resolving138

simulation. Section 4 concludes and discusses the results in the context of guiding parameterization devel-139

opment for global ocean models.140

2. Methods141

2.1. Model configuration142

We use the GFDL Modular Ocean Model version 6 (MOM6) in the NeverWorld2 (NW2) configuration, de-143

tailed in Marques et al. (2022). NW2 is a hydrostatic, Boussinesq, and fully adiabatic configuration with144

an isopycnal vertical coordinate of 15 layers. The model domain is a 60∘–wide sector, extending from 70∘S145

to 70∘N, with a southern reentrant channel representing the Southern Ocean. The model is forced by a146

meridionally-varying, zonally- and temporally-constant wind stress at the surface (Figure 1a). The model147

geometry includes idealized continental shelves on all sides of the domain (except in the channel) as well148

as a topographic ridge extending through the middle of the domain—a simplified mid-Atlantic ridge—and149

a semi-circular ridge centered in the channel’s western opening—a simplified Scotia Arc (Figure 1b).150

The NW2 configuration solves the stacked shallow-water equations, which describe equations of motion for151

the horizontal velocity u𝑛 ≡ 𝑢𝑛i + 𝑣𝑛j and thickness ℎ𝑛 in layers 1 ≤ 𝑛 ≤ 𝑁 (here 𝑁 = 15) of constant152
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Figure 1: NeverWorld2 model configuration summary. (a) Zonal wind stress forcing. (b) Bathymetry.
The boxes in (b) are regions where vertical structures are analyzed in Figure 8. (c–e) The ratio
𝐿d/√(Δ𝑥2 + Δ𝑦2)/2, where 𝐿d is the first baroclinic Rossby deformation radius and Δ𝑥, Δ𝑦 are, respectively,
the zonal and meridional grid spacings for (c) 1/2∘, (d) 1/4∘, and (e) 1/32∘ horizontal resolutions. The
pink isoline in (c–e) indicates where 𝐿d/√(Δ𝑥2 + Δ𝑦2)/2 = 2, which is an approximate cut-off criterion
for whether mesoscale eddies are resolved (Hallberg, 2013).

density 𝜌𝑛 (suppressing layer index 𝑛 herein). In vector-invariant form, these equations are153

𝜕𝑡u + (𝑓 + 𝜁)k × u + ∇(𝐾 +𝑀) = F𝑣 + Fℎ, (1)
𝜕𝑡ℎ + ∇ ⋅ (ℎu) = 0. (2)

Here, ∇ ≡ ∇𝜌 = i𝜕𝑥|𝜌 + j𝜕𝑦|𝜌 is the two-dimensional horizontal gradient operator at constant density; 𝑓154

is the Coriolis parameter; 𝜁 is the relative vorticity; 𝐾 is the kinetic energy per unit mass;𝑀 is the shallow-155

waterMontgomery potential; F𝑣 represents vertical stresses, including the surfacewind stress, a background156

kinematic vertical viscosity, and a bottom stress following a quadratic drag law; and Fℎ represents hori-157

zontal stresses, including a biharmonic viscosity and, if present, a negative harmonic viscosity to represent158

backscatter (detailed in Section 2.2). Further details on theNW2 configuration, including specific parameter159

choices, can be found in Marques et al. (2022).160

An evolution equation is also solved for tracer concentration 𝑐𝑛 in each layer (again suppressing layer index161

𝑛), which in its concentration-conserving, thickness-weighted form (Griffies et al., 2020; Loose et al., 2023)162

is163

𝜕𝑡(ℎ𝑐) + ∇ ⋅ (ℎu𝑐) = 0. (3)

In this study, we consider only passive tracers whose dynamics do not feed back on the flow. If an isopycnal164

diffusion parameterization is used then it is added to the right hand side of Equation (3) with diffusion165

coefficient 𝜅Redi (see Section 2.4); otherwise, implicit (numerical) diffusion that arises from discretizing the166

advection term serves to dissipate tracer variance at the grid scale.167

2.2. Backscatter parameterization168

The backscatter parameterization, designed to reenergize mesoscale turbulence at eddy-permitting resolu-169

tion, is strictly only a closure in the momentum equation (Equation 1). The main thrust of this study is170

to evaluate whether, by energizing eddies, backscatter also enhances tracer mixing along isopycnals, thus171

potentially obviating the need for an additional eddy closure in the tracer equation (Equation 3).172
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The parameterization is identical to that detailed in Yankovsky et al. (2024) except for the choice of pre-173

scribed vertical structure (Equation 8). We thus describe only its salient features as well as the novel vertical174

structure parameterization used here; the reader is referred to Yankovsky et al. (2024) for further details.175

The horizontal stresses in Equation (1) comprise two terms; namely,176

Fℎ = −∇ ⋅ [𝜈4∇(∇2u)] + ∇ ⋅ (𝜈2∇u). (4)

The dissipative biharmonic viscosity 𝜈4 > 0 is set via a Smagorinsky scheme (Griffies & Hallberg, 2000;177

Marques et al., 2022). The harmonic viscosity 𝜈2, which is negative to represent backscatter, is set by178

𝜈2(𝑥, 𝑦, 𝑧, 𝑡) = −𝑐bs√2𝑒(𝑥, 𝑦, 𝑡)𝐿mix(𝑥, 𝑦, 𝑡)𝜙(𝑥, 𝑦, 𝑧, 𝑡). (5)

The nondimensional constant 𝑐bs > 0 is used to tune the parameterization (see Section 2.4). The verti-179

cally averaged subgrid mesoscale eddy kinetic energy (MEKE) 𝑒 = 𝑒(𝑥, 𝑦, 𝑡) informs the local magnitude180

of backscatter and is set via a prognostic MEKE budget following a similar proposal of Jansen et al. (2019),181

namely182

𝜕𝑡𝑒 = ̇𝑒smag − ̇𝑒bs − ̇𝑒diss − ̇𝑒adv, (6)

where ̇𝑒smag is the energy removed from the resolved flow by the biharmonic Smagorinsky viscosity, ̇𝑒bs is the183

energy returned to the resolved flow by the negative harmonic viscosity, ̇𝑒diss is the frictional dissipation of184

MEKE by quadratic drag, and ̇𝑒adv represents horizontal transport of MEKE parameterized as advection by185

the vertically averaged resolved flow and diffusion (see Jansen et al., 2019).186

The subgrid eddy mixing length 𝐿mix = 𝐿mix(𝑥, 𝑦, 𝑡) in Equation (5) is defined as187

𝐿mix = min(𝐿Δ, 𝐿𝛽∗ ), (7)

where 𝐿Δ is the local horizontal grid spacing and 𝐿2𝛽∗ = √2𝑒/𝛽∗ is a subgrid Rhines scale that takes into188

account both planetary and topographic vorticity gradients, i.e., 𝛽∗ = ||𝛽j − (𝑓0/𝐻)∇𝐻||, where 𝛽 = 𝜕𝑦𝑓 and189

𝐻 is the local depth (Figure 1b); taking the minimum of several candidate mixing length scales is motivated190

by Jansen et al. (2015) (see also the discussion in Nummelin & Isachsen, 2024).191

The subgrid eddy vertical structure 𝜙 = 𝜙(𝑥, 𝑦, 𝑧, 𝑡) in Equation (5) is based on surface quasi-geostrophic192

dynamics following Zhang et al. (2024), with193

𝜙(𝑥, 𝑦, 𝑧, 𝑡) = 𝑒𝑐exp𝑧𝑠/𝐿mix , (8)

where 𝑐exp is a nondimensional constant used to tune the surface-intensification of the vertical structure194

(see Section 2.4), 𝑧𝑠(𝑧) = −∫0
𝑧 𝑁(𝑧′)/|𝑓|𝑑𝑧′ is a stretched vertical coordinate (𝑁 is the buoyancy frequency)195

and 𝐿mix is from Equation (7). This formulation differs slightly to that presented in Zhang et al. (2024) in196

its definition of the “energy containing wavenumber,” which here is taken to be the inverse of 𝐿mix (multi-197

plied by 𝑐exp). This vertical structure parameterization is the main difference to the simulations presented in198

Yankovsky et al. (2024), who used a vertical structure based on an equivalent barotropic mode. We choose199

to use the vertical structure parameterization of Zhang et al. (2024) as (i) it leads to slightly better overall200

results in our parameterized simulations, and (ii) it is the vertical structure being implemented for use in a201

backscatter parameterization in GFDL’s ESM4.5.202

2.3. Diagnosing isopycnal diffusivities203

We evaluate the effect of this backscatter parameterization on tracers by diagnosing the three-dimensional204

structure of isopycnal diffusivities associated with eddy tracer fluxes and mean tracer gradients. Doing so205

in an isopycnal model leads naturally to the thickness-weighted average (TWA) formulation (e.g., Andrews,206

1983; de Szoeke&Bennett, 1993; Young, 2012; Loose et al., 2023; Jansen et al., 2024). Diagnosing diffusivities207

from the resultant flux-gradient statistics is also a non-trivial task in numerical models. Here, we employ the208

Method ofMultiple Tracers to diagnose robust estimates of isopycnal diffusivities in our simulations (Plumb209

& Mahlman, 1987; Bratseth, 1998; Bachman & Fox-Kemper, 2013; Fox-Kemper et al., 2013; Abernathey et210

al., 2013; Bachman et al., 2015; Wei & Wang, 2021; Zhang &Wolfe, 2022).211
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2.3.1. Defining the thickness-weighted average212

Denoting (⋅) as an appropriateReynolds averaging operator (defined in Section 3.2) and averaging the thickness-213

weighted tracer equation (Equation (3)) naturally gives rise to the TWA, defined as214

̂𝑐 ≡ ℎ𝑐
ℎ
, (9)

with eddy terms defined as deviations from this average215

𝑐″ ≡ 𝑐 − ̂𝑐. (10)

The TWA tracer equation is then216

𝜕𝑡(ℎ ̂𝑐) + ∇ ⋅ (ℎû ̂𝑐) = −∇ ⋅ (ℎF𝑐), (11)

where217

F𝑐 ≡ û″𝑐″ (12)

is the eddy tracer flux in a thickness-weighted framework. The TWA is key to retaining the eddy tracer218

flux within the divergence. Mean and eddy tracer variance equations that follow from Equation (11) are219

presented in Appendix A.220

2.3.2. Defining the mixing tensor221

A common assumption when studying and parameterizing eddy fluxes is that the eddy tracer flux (Equation222

(12)) can be written as a mixing tensor K times the mean tracer gradient, i.e.,223

û″𝑐″ ≡ −K∇ ̂𝑐, K ∈ ℝ2×2. (13)

If K is symmetric and positive-definite then the effect of Equation (13) in Equation (11) is that of down-224

gradient diffusion along isopycnals, which is the effect targeted by typical isopycnal diffusion parameteriza-225

tions (Redi, 1982). In general, K is not symmetric and positive-definite; however, it can always be uniquely226

decomposed into symmetric and antisymmetric parts227

K = S + A, (14)

where S = (K + KT)/2 and A = (K − KT)/2. This decomposition is physically meaningful as it can be shown228

(see Appendix A) that the flux associated with the antisymmetric part F𝑐A ≡ −A∇ ̂𝑐 has no effect on tracer229

variance (see also Griffies, 1998); this flux is often referred to as reversible “stirring.” This is in contrast to the230

flux associated with the symmetric part F𝑐S ≡ −S∇ ̂𝑐which acts as a global sink of mean tracer variance (see231

Appendix A), thus behaving like irreversible “mixing.” Irreversible mixing is the effect targeted by typical232

isopycnal mixing parameterizations. Thus the primary focus in this study will be on the symmetric part S.233

The symmetry of S implies it can be orthogonally diagonalized as234

S = UDUT, (15)

where the orthonormal columns of U are the eigenvectors of S and235

D = [𝜅1 0
0 𝜅2

] , (16)

where 𝜅1 and 𝜅2 are the eigenvalues of S with 𝜅1 ≥ 𝜅2 by definition. The eigenvalues 𝜅1 and 𝜅2 represent236

isopycnal diffusivities along orthogonal mixing directions defined by the columns of U. In this study, we237

“measure” the diffusivities and directions in our simulations by diagnosingK fromEquation (13), themethod238

for which we discuss next.239
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2.3.3. Diagnosing the mixing tensor240

To diagnose the four entries of K by inverting Equation (13) requires two equations—two tracers advected by241

the same flow (e.g., Plumb&Mahlman, 1987). However, the use of only two tracers can cause the diagnosed242

K to depend strongly on the particular tracer distributions or to become ill-conditioned (Bratseth, 1998); for243

instance, if one of the tracer gradients vanishes then inverting Equation (13) becomes indeterminate. This244

motivates theMethod ofMultiple Tracers as a way tominimize these effects and to diagnose a robust, tracer-245

independent mixing tensor.246

We consider the simultaneous advection of 𝑚 passive tracers 𝑐 = 𝑐𝑗 for 𝑗 = 1,… ,𝑚, each with its own247

mean gradient ∇ ̂𝑐𝑗 . It is assumed that the same mixing tensor in Equation (13) applies to all tracers and248

thus depends only on the underlying flow, i.e., û″𝑐″𝑗 = −K∇ ̂𝑐𝑗 for all 𝑗. If F ∈ ℝ2×𝑚 is a flux matrix with249

columns û″𝑐″𝑗 and G ∈ ℝ2×𝑚 is a gradient matrix with columns∇ ̂𝑐𝑗 , then the flux-gradient relationship for250

each tracer can be combined into a single matrix equation251

F = −KG. (17)

For𝑚 > 2, Equation (17) is an overdetermined system of equations whose best-fit, least-squares solution is252

given by253

K ≃ Klsq = −FG† (18)

where (⋅)† is the pseudoinverse. The symmetric part is computed similarly, i.e., S ≃ Slsq = (Klsq + KTlsq)/2.254

In summary, by combining flux-gradient information frommany tracers advected by the same flow, an opti-255

mal estimate for K (Equation (18)) can be diagnosed with low errors in the least-squares sense (see Appendix256

B) and the dependency of K on the particular tracer distributions is reduced (see Zhang &Wolfe, 2022).257

Themean tracer gradients aremaintained in statistically steady state through the addition of a slow restoring258

in the tracer equation (Equation (3)), so that259

𝜕𝑡(ℎ𝑐) + ∇ ⋅ (ℎu𝑐) = 1
𝜏ℎ(𝑐

∗ − 𝑐), (19)

where 𝜏 is a prescribed time scale and 𝑐∗ is a prescribed target profile. This ensures that once the turbulent260

flow reaches statistically steady state, eddy fluxes will continuously feed off the mean gradients that each261

tracer has been reorganized into. The restoring time scales are slow with respect to typical eddy turnover262

times. Here we use two time scales and four target profiles; namely,263

𝜏 ∈ {2, 6} years,
𝑐∗ ∈ { sin (2𝜋𝑥), cos (2𝜋𝑥), cos (𝜋𝑦), 𝑦},

where 𝑥 and 𝑦 are normalized longitude and latitude coordinates; each tracer varies between −1 and 1. The264

combinations from these two sets results in𝑚 = 8 unique tracers, each with its own mean gradient, which265

makes Equation (17) overdetermined and available for pseudoinversion. Finally, to account for the effect266

that the weak restoring has on the flux-gradient relationship (Equation (13)), we here also incorporate the267

correction to Equation (18) described in Section 5.2 of Bachman et al. (2015).268

2.4. Simulations269

The simulations considered in this study are summarized in Table 1. A 1/32∘ reference simulation (ref) is270

“eddy-resolving” over most of the domain, except over the shelves along the edge of the domain (Figure271

1e). All other simulations are “eddy-permitting” over most of the domain (Figure 1c, d), with horizontal272

grid spacings of 1/2∘ (p5) and 1/4∘ (p25). The eddy-permitting simulations use either no mesoscale param-273

eterization (noBS), isopycnal tracer diffusion (noBS-Redi), or the backscatter parameterization outlined in274

Section 2.2 (BS). Except for the horizontal grid spacing, time step, and choice of mesoscale parameterization,275

all model parameters are the same across the simulations.276
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Simulation Grid [∘] Backscatter 𝜅Redi max, volume-mean [m2 s−1] 𝑐bs 𝑐exp
p5noBS 1/2 No 0 — —
p5BS 1/2 Yes 0 4 2.5
p5noBS-Redi 1/2 No 2400, 893 — —
p25noBS 1/4 No 0 — —
p25BS 1/4 Yes 0 2 1.75
p25noBS-Redi 1/4 No 2400, 516 — —
ref 1/32 No 0 — —

Table 1: Main simulations performed in this study. “Grid” refers to the horizontal grid spacing. “Backscatter”
(BS) refers to whether the backscatter parameterization of Section 2.2 is used. If isopycnal tracer diffusion
is used, its maximum value is given by “𝜅Redi max”; this value is then scaled horizontally and vertically (see
Section 2.4). If the backscatter parameterization is used, the tuning coefficients are given by 𝑐bs (Equation
(5)) and 𝑐exp (Equation (8)).
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Figure 2: (a, b) Time series of globally integrated (a) kinetic energy and (b) available potential energy for the
main simulations outlined in Table 1. The 1/8∘ and 1/16∘ simulations are not included in Table 1 as they are
performed only as part of the spin-up of the 1/32∘ (ref) simulation (see text). The gray shading represents
the 2,000–day window used for analysis throughout this study. (c) Zonally averaged sea surface height (SSH)
standard deviation with respect to a 2,000–day climatology.

In the noBS-Redi simulations, the parameterized isopycnal tracer diffusivity has a maximum value of 2,400277

m2 s−1, a value based on the diagnosed diffusivities in the ref simulation (see Section 3.2). This maximum278

value is reduced horizontally by a step function resolution criterion (Hallberg, 2013)—set to zero where the279

mesoscale is deemed resolved (within the pink isoline in Figure 1) and unscaled otherwise—and vertically280

by a locally computed equivalent barotropic mode, a structure often used in observational and modeling281

studies (e.g., Adcroft et al., 2019; Groeskamp et al., 2020; Holmes et al., 2022). As tracers are passive in the282

NW2 configuration, isopycnal tracer diffusion does not affect the flow, and thus velocities and stratification283

are identical between the noBS and noBS-Redi simulations at each resolution. The noBS-Redi simulations284

will therefore only be considered in Sections 3.4 and 3.5 where passive tracer-only results are discussed.285

Following Yankovsky et al. (2024), the backscatter simulations were tuned so that the globally integrated KE286

and APE simultaneously match those of the coarsened ref simulation (Figure 2a, b) via the parameteriza-287

tion’s twomain tuning parameters: 𝑐bs (Equation (5)) and 𝑐exp (Equation (8)); the values are given in Table 1.288

Other flowmetrics were also checked when tuning, including the KE distribution throughout the domain as289

well as the stratification, especially in the reentrant channel (see Section 3.1). The values of 𝑐bs differ to those290

in Yankovsky et al. (2024) as here we employ a different vertical structure for backscatter. However, they are291

consistent with these authors’ analysis where the transition from 1/2∘ to 1/4∘ required a roughly halved 𝑐bs292
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coefficient. In the regime where 𝐿mix (Equation (7)) is set by the grid scale, then the vertical structure (Equa-293

tion (8)) is more surface-intensified at 1/4∘ than at 1/2∘, which is also consistent with the recommendations294

of Yankovsky et al. (2024). Finally, we employ the backscatter shut-off criterion described in Yankovsky et295

al. (2024): here, whenever the biharmonic viscosity 𝜈4 reaches 0.45 of its CFL limit, the viscous-source and296

backscatter-sink terms in the MEKE budget (Equation (6)) are turned off (until 𝜈4 settles back below the297

shut-off criterion). This mitigates a positive feedback cycle that can emerge between the biharmonic vis-298

cosity and harmonic negative viscosity (see Yankovsky et al., 2024); its use ensures numerical stability and299

obviates the need to substantially reduce the time step. Like the other tuning parameters, this value was300

chosen empirically when tuning.301

The 1/2∘ and 1/4∘ simulations were spun up from rest for 45,000 days, which was sufficiently long for there302

to be minimal drift in globally integrated KE and APE (Figure 2a, b). More intensive diagnostics were saved303

over the final 2,000–day window, which will be the period used for analysis throughout the study. The spin-304

up procedure for the 1/32∘ simulation follows that described inMarques et al. (2022). First, a 1/8∘ simulation305

is branched from the 1/4∘ unparameterized simulation after 30,000 days by interpolating interface height306

and tracer fields, and setting velocities and transports to zero; the 1/8∘ simulation is run for 5,000 days with307

mechanical equilibrium quickly re-achieved. This procedure is then repeated at 1/16∘ and at 1/32∘. The308

globally integrated KE and APE of the 1/32∘ simulation show minimal drift by the end of this procedure309

(Figure 2a, b).310

3. Results311

3.1. Evaluating the backscatter parameterization312

Figure 3: (a–e) Snapshots of depth-averaged EKE (on a log color scale) in the (a) p5noBS, (b) p25noBS,
(c) p5BS, (d) p25BS, and (e) ref simulations (see Table 1). (f) Time-, depth-, and zonally averaged EKE in
the same simulations. (g) Energy-containing scale (Equation (22)) in the same simulations; grid spacing is
computed as√(Δ𝑥2 + Δ𝑦2)/2 following Hallberg (2013).

In this first analysis section, we briefly evaluate the effect of the backscatter parameterization on energetics313

and stratification, before focussing on tracer mixing in the following sections. We first examine the distri-314
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bution of depth-averaged EKE. Denoting (⋅)′ as a deviation from a 2,000–day time average (⋅)
𝑡
, then EKE is315

here defined as316

EKE ≡ 1
2‖u

′‖2, u′ ≡ u − u𝑡, (20)

and is computed from 10–day snapshots. Depth-averages are defined as317

𝑓
𝑧
≡
∑𝑛 ℎ𝑛𝑓𝑛
∑𝑛 ℎ𝑛

(21)

for any field 𝑓 = 𝑓𝑛(𝑥, 𝑦, 𝑡) (recall 𝑛 is the layer index). Throughout much of the domain, depth-averaged318

EKE is an order of magnitude or larger in the backscatter simulations over unparameterized simulations319

(Figure 3); these results are similar to those in Yankovsky et al. (2024). Depth-averaged EKE in the channel320

(“Southern Ocean”) is more commensurate across the simulation but is still between three to four times321

smaller in both p5noBS and p25noBS than in the p5BS, p25BS, and ref simulations (Figure 3f).322

Although eddy activity is improved in the backscatter simulations, the lateral scale of eddies appears too large323

at 1/2∘ resolution (p5BS) (Figure 3c). To demonstrate this quantitively, we compute the energy-containing324

scale 𝐿e from the sea surface height (SSH) deviation 𝜂′SSH (e.g., Zhang &Wolfe, 2022; Yankovsky et al., 2024)325

via326

𝐿e =
√√√√
√

𝜂′2SSH
𝑡

|∇𝜂′SSH|2
𝑡 . (22)

When eddies are present, 𝐿e is a good approximation to the peak of the surface kinetic energy spectrum327

(Zhang & Wolfe, 2022) and is thus indicative of the lateral eddy scale. However, in the limit of minimal328

eddy activity, 𝐿e can become very large where spatial gradients become small, as occurs here for the p5noBS329

simulation. Figure 3g demonstrates that the eddy scale is larger in p5BS than in ref, especially in mid- and330

high northern latitudes. Overly large eddies also manifest as an overly large SSH standard deviation (Figure331

2c). We hypothesize that the eddy scale is too large at 1/2∘ resolution since smaller eddies are too close332

to the grid scale (Figure 3g) and are dissipated by the biharmonic viscosity. This issue is mitigated at 1/4∘333

resolution (p25BS), where the eddy scale is more in line with the ref simulation.334

Figure 4: Snapshots of zonally averaged EKE (on a log color scale) in the (a) p5noBS, (b) p25noBS, (c) p5BS,
(d) p25BS, and (e) ref simulations (see Table 1). Thin white lines show zonally averaged isopycnal interfaces;
gray shading shows bathymetry.

We next consider the zonally averaged vertical structure of EKE. The EKE is too weak at depth in the unpa-335

rameterized simulations (Figure 4a, b); the exception is in the SouthernOcean zonal jetwhereEKE, although336

still tooweak, penetrates to depthmore accurately, consistent with the findings of Yankovsky et al. (2022). In337

the p5BS simulation, EKE is too weak in the Southern Ocean at depths below roughly 1,500 m compared to338

the ref simulation (Figure 4c, e). However, throughout the rest of the domain, the vertical structure of EKE339

is largely in line across the p5BS, p25BS, and ref simulations. This suggests that backscatter is helping to340

liberate energy being trapped in higher baroclinic modes, which occurs when the baroclinic energy cycle is341
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Figure 5: Time-averaged isopycnal interfaces in unparameterized (purple), backscatter (pink) and ref (black)
simulations; gray shading shows bathymetry. (a–b) Meridional section over the reentrant channel at 0∘E in
(a) 1/2∘ simulations (p5noBS and p5BS) and (b) 1/4∘ simulations (p25noBS and p25BS). (c–d) Zonal average
shown between 45∘S and 70∘N in (c) 1/2∘ simulations (p5noBS and p5BS) and (d) 1/4∘ simulations (p25noBS
and p25BS). The ref simulation has been coarsened from 1/32∘ to either 1/2∘ (a, c) or 1/4∘ (b, d).

poorly resolved (Kjellsson & Zanna, 2017; Yankovsky et al., 2022), thereby allowing more barotropic eddies342

to form.343

Finally, we evaluate the mean stratification in the simulations. Isopycnals are generally overly steep in344

the unparameterized simulations (Figure 5) due to the poorly resolved energy cycle of baroclinic eddies,345

which extract mean APE and convert it to EKE. A lack of mean APE extraction results in excessively steep346

isopycnals. Isopycnals in the backscatter simulations are closer to the ref simulation due to higher EKE and347

thus more efficient mean APE extraction (Figure 5). However, at 1/2∘ resolution (p5BS) the isopycnals are348

in some cases overly flat with respect to the ref simulation, largely in the upper ocean (Figure 5c). This is349

consistent with the eddies in this simulation being too large (Figure 3g), with larger baroclinic eddies being350

more efficient at extracting mean APE (Larichev & Held, 1995). The locations of the isopycnal outcrops in351

the Southern Ocean are inaccurate in the unparameterized simulations, whereas the outcrop locations in352

the backscatter simulations are closer to the ref simulation, which has consequences for Southern Ocean353

ventilation (see Section 3.5).354

In summary, the backscatter parameterization leads to both elevated eddy activity, manifesting as larger EKE355

and larger SSH variability, as well as improved mean stratification over simulations without a backscatter356

parameterization, which have subdued eddy activity and overly steep isopycnals. Following the interpreta-357

tion of Yankovsky et al. (2024), this joint effect of backscatter to both energize eddies and, thereby, lead to358

accurate large-scale stratification suggests that no additional GM-like thickness diffusion parameterization359

is necessary in these simulations. In the following sections, we seek to determine whether this backscatter360

parameterization also has a positive effect on along-isopycnal tracer mixing, suggesting that no additional361

Redi-like isopycnal diffusion parameterization is needed.362
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3.2. Diagnosed isopycnal diffusivities363

In this section, we assess the results of the Method of Multiple Tracer (MMT) inversion outlined in Section364

2.3.3, which diagnoses two isopycnal diffusivities and associated mixing directions. The averaging operator365

(⋅) in theMMT inversion (Equations (9) and (10)) is a combination of online time averaging over a 2,000–day366

window and offline spatial coarsening onto a 2∘ × 2∘ grid. The diffusivities and mixing directions are thus367

defined on this 2∘×2∘ grid. Eddy products are computed by assuming the averaging operator obeys standard368

Reynolds assumptions, i.e., û″𝑐″ = û𝑐 − û ̂𝑐 (see Section 2.3.1). Note that the simulations with isopycnal369

tracer diffusion (p5noBS-Redi and p25noBS-Redi) are not discussed here.370

3.2.1. Spatial distribution of diffusivities371

Figure 6: Depth-averaged isopycnal diffusivities and eigenvectors (mixing directions) from the Method of
Multiple Tracers inversion (see Section 2.3.3). (a–e) 𝜅1 (on a log color scale) in the (a) p5noBS, (b) p25noBS,
(c) p5BS, (d) p25BS, and (e) ref simulations. (f) Eigenvectors associated with 𝜅1 in the ref simulation (the
other simulations are similar), and the time-mean barotropic stream function is shown in contours. (g–l) As
in (a–f) but for 𝜅2. Negative values of 𝜅1 and 𝜅2 are plotted in black. Note that the colorbar limits differ for
𝜅1 and 𝜅2. The eigenvectors in (f, l) are shown on a coarser grid than the diffusivities for ease of viewing.

Figure 6 shows the depth-averaged isopycnal diffusivities 𝜅1 and 𝜅2 (Equation (15)) as well as their mixing372

directions (eigenvectors). The larger diffusivity 𝜅1 generally has its mixing direction aligned with the mean373

flow, while 𝜅2 is generally directed across it (Figure 6f, l). That 𝜅1 tends to represent an along-mean flow374

diffusivity suggests that its larger values may be the result of mean flow-induced shear dispersion (Taylor,375

1953; Smith, 2005). Similarly, that 𝜅2 represents an across-mean flow diffusivity suggests that it may be376

affected by mean flow suppression (Ferrari & Nikurashin, 2010; Groeskamp et al., 2020). These hypotheses377

are tested in Section 3.2.2.378

Similar to EKE (see Section 3.1), depth-averaged isopycnal diffusivities are subdued in the p5noBS and379

p25noBS simulations over much of the domain compared to the p5BS, p25BS, and ref simulations, and are380

smaller inmany regions by an order of magnitude ormore (Figure 6). In the backscatter and ref simulations,381

depth-averaged diffusivities are generally 𝒪(100–1,000) m2 s−1 and tend to be larger on or downstream of382

the meridional ridge. Diffusivities are elevated in the energetic western boundary current regions at ±40∘N383
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in the ref simulation as well as in a mixing hotspot in the channel downstream of the ridge at roughly 50∘E;384

this is less pronounced in the backscatter simulations, which showed weaker EKE in these regions (Figure385

3). In contrast, diffusivities are larger in the p5BS simulation than in the ref simulation at northernmid- and386

high latitudes. This may stem from the overly large eddies in this region (Figure 3g): from a mixing length387

argument, eddies with larger lateral scales but commensurate energy levels will generate larger diffusivities.388

Figure 7: Zonally averaged isopycnal diffusivity 𝜅2 (on a log color scale) in the (a) p5noBS, (b) p25noBS, (c)
p5BS, (d) p25BS, and (e) ref simulations. Thin white lines show zonally and time-averaged isopycnal inter-
faces (coarsened to the same horizontal grid as the diffusivities); gray shading shows bathymetry. Negative
values are plotted in black.

We next examine the zonally averaged vertical structure of the diffusivities, focussing on the mostly merid-389

ionally directed 𝜅2 diffusivity (Figure 7). In the unparameterized simulations, the vertical damping of mix-390

ing largely follows the vertical damping of EKE (cf. Figures 4 and 7). In the backscatter simulations, the391

vertical structure of mixing is remarkably similar to the ref simulation in the subtropics. However, in the392

ref simulation there are subsurface maxima in the Southern Ocean zonal jet and in the western boundary393

current region (roughly 40∘N), whereas the diffusivity appears more surface-intensified in the backscatter394

simulations, particularly in p5BS.395

Figure 8 shows the vertical structures of 𝜅1 and 𝜅2 averaged over three regions highlighted in Figure 1b: in396

the southeastern subtropics, in the northeastern subpolar region, and in the Southern Ocean. In all regions,397

the magnitude of 𝜅1 is generally too low in p5BS and p25BS compared to ref, especially in the Southern398

Ocean region (Figure 8a, b, c). Agreement in magnitude is generally stronger in 𝜅2, with excellent simi-399

larity in the subtropical region in both magnitude and 𝑒-folding depth (Figure 8d). However, as noted in400

the previous paragraph, there are differences in the vertical structures of 𝜅2, particularly between the p5BS401

and ref simulations in the subpolar and Southern Ocean regions shown in Figure 8. We next test possible402

hypotheses to explain (i) the enhancement of 𝜅1 and (ii) the surface suppression of 𝜅2 in the ref simulation;403

our main goal is to explain the differences between the backscatter and ref simulations.404

3.2.2. Shear dispersion enhancement and mean flow suppression405

Mixing length theory proposes that an eddy diffusivity𝒦 be written as406

𝒦 ≡ Γ𝑢rmsℓ, (23)

where Γ is the mixing efficiency, 𝑢rms is the root-mean-square (rms) eddy velocity, and ℓ is an eddy mixing407

length. Here, we assume that Γ = 0.35 (e.g., Klocker & Abernathey, 2014; Groeskamp et al., 2020), that the408

eddy velocity is given by the time-averaged and vertically-dependent EKE (Equation (20)), i.e.,409

𝑢rms(𝑥, 𝑦, 𝑧) = √2EKE
𝑡
, (24)

that the eddy mixing length is given by the vertically-independent energy-containing scale (Equation (22)),410

i.e., ℓ = 𝐿e, and that𝒦 represents a background eddy diffusivity.411
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Figure 8: Vertical structure of (a–c) 𝜅1 and (d–f) 𝜅2. Regions shown (see boxes in Figure 1b) are (a, d)
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We first assess why 𝜅1 tends to be larger in the ref simulation than in the backscatter simulations. Shear412

dispersion (Taylor, 1953) suggests that a diffusivity in the along-mean flow direction𝒦∥ should be enhanced413

over a background diffusivity, with the prediction (up to a scaling constant)414

𝒦∥ ≡
𝒰2ℓ2𝒰
𝒦 , (25)

where 𝒰 is a scale for the mean flow magnitude and ℓ𝒰 is a length scale for the mean flow shear. Smith415

(2005) showed this prediction to hold reasonably accurately in jet-dominated two-dimensional turbulence.416

We therefore compute Equation (25) with depth-averaged fields by defining a mean flow scale and a shear417
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length scale as418

𝒰2 ≡ ⟨(𝑢𝑧,𝑡)2 + (𝑣𝑧,𝑡)2⟩, ℓ2𝒰 ≡ 𝒰2

⟨(𝜕𝑦𝑢
𝑧,𝑡)2 + (𝜕𝑥𝑣

𝑧,𝑡)2⟩
, (26)

where (⋅)
𝑧,𝑡

is a depth- and time-average and ⟨⋅⟩ is a spatial coarsening onto a 2∘ × 2∘ grid. We also use the419

depth-averagedmixing length diffusivity ⟨𝒦
𝑧
⟩ in Equation (25). Figure 9 shows the result plotted against 𝜅1

𝑧
420

averaged over the three regions in Figure 8. The prediction is imperfect, especially in the subtropics region,421

which is possibly related to the neglect of vertical variations in the flow. However, the results suggest, at422

least in the subpolar and Southern Ocean regions, that enhanced dispersion along strong barotropic shear423

flows may contribute to the increases in 𝜅1 across the resolutions.424

We next assess whether mean flow suppression theory can explain the differences in the vertical structure425

of 𝜅2, in particular, between p5BS and ref, which showed larger discrepancies (Figure 8e, f). Such theory426

(Ferrari & Nikurashin, 2010; Klocker et al., 2012) proposes that the diffusivity in the across-mean flow di-427

rection𝒦⟂ be suppressed over a background diffusivity in the presence of mean flows. We write the result428

of Ferrari and Nikurashin (2010) in the general form429

𝒦⟂ ≡ 𝑆⟂𝒦, (27)

where430

𝑆⟂ ≡
1

1 + 𝛾−2𝑘2e(𝑐𝑤,∥ − 𝑈∥)
2 (28)

is the suppression factor in the cross-stream direction. Here, 𝛾 is an eddy decorrelation rate, which we as-431

sume to be depth-independent and is found by a least squares approach similar to previous studies (e.g.,432

Klocker et al., 2012; Groeskamp et al., 2020; Zhang & Wolfe, 2022); 𝑘e is an eddy wavenumber, here com-433

puted as 𝑘e = 1/ℓe, where ℓe is the energy-containing scale (Equation (22)); and 𝑐𝑤,∥ and𝑈∥ are, respectively,434

the eddy phase speed and time-averaged flow projected onto the eigenvector associated with 𝜅1 (recall that435

this is orthogonal to the direction associated with 𝜅2). The eddy phase velocity is calculated using the long436

planetary Rossby wave dispersion relation, Doppler-shifted by the depth- and time-averaged flow as sug-437

gested by Klocker and Marshall (2014), so that438

c𝑤 = u𝑧,𝑡 − 𝛽𝐿2di. (29)

We then project the time-averaged flow u𝑡 and c𝑤 onto the eigenvector associated with 𝜅1 to calculate 𝑈∥439

and 𝑐𝑤,∥, respectively. From this construction, the only depth-varying component of Equation (28) comes440

from 𝑈∥. As noted above, 𝛾 is found via a least squares approach by minimizing the vertical integral of the441

squared difference between profiles of 𝜅2 and 𝒦⟂. This is done for each profile in each region shown in442

Figure 8 (results were similar if 𝛾was instead found by fitting the averaged profile in each region). We show443

only the results for the subpolar and Southern Ocean regions in Figure 9 as Equation (27) was not a good444

model for 𝜅2 in the subtropics region (not shown).445

The suppressed diffusivity𝒦⟂ generally captures the vertical structure of 𝜅2 in both the subpolar and South-446

ernOcean regions in the upper 1,000m (Figure 9), though performs less well at depths below this (see Zhang447

& Wolfe, 2022). In the subpolar region, the mixing length diffusivity 𝒦 is similar to both 𝒦⟂ and 𝜅2. This448

demonstrates that, in this region, the differences in 𝜅2 between the backscatter and ref simulations arise449

largely from differences in the eddy scale and EKE. In contrast, in the Southern Ocean region, 𝒦⟂ is sys-450

tematically smaller than 𝜅2 at the surface, and is increasingly so as resolution increases. In this region, the451

mean flow𝑈∥ at the surface is in fact slightly stronger in p5BS than in ref (not shown), so differences between452

these simulations arise from the 𝛾−2𝑘2e prefactor (Equation (28)). The eddy decorrelation time scale from the453

fitting procedure is found to be 𝛾−1 = 3.6, 4.7, and 5.5 days, and the energy-containing scale is 𝑘−1e = 60, 55,454

and 58 km in the p5BS, p25BS, and ref simulations, respectively. The 𝛾−2𝑘2e prefactor is thus indeed smaller455

in p5BS than in ref. Ferrari and Nikurashin (2010) suggest that 𝛾−1 is proportional to the eddy strain rate456

(𝑘2eEKE)
−1/2. However, computing 𝛾−1 as such using the energy-containing scale (Equation (22)) and EKE457

here implies the opposite tendency, i.e., 𝛾−1 decreases as resolution increases (not shown), largely since the458
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Figure 9: (a–c) Depth-averaged shear dispersion diffusivity (Equation (25)) against depth-averaged 𝜅1, aver-
aged over the same three regions as in Figure 8. (d–f) Vertical structure of 𝜅2 (solid), mixing length diffusivity
𝒦 (Equation (23); dashed) and suppressed mixing length diffusivity𝒦⟂ (Equation (27); dashdot) in the sub-
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eddies become more energetic as resolution increases (Figure 6f). This discrepancy between the time scale459

estimated from fitting and the time scale estimated from the eddy strain rate may come from the assump-460

tion that mixing is dominated by the energy-containing scale, as the true mixing length may be different461

(Thompson & Young, 2006; Klocker et al., 2012). Mixing is also likely driven by an increasingly multichro-462

matic eddy field as resolution (and thus the number of scales that contribute to mixing) increases, which463

may modify estimates based on a single scale (Chen et al., 2014). A detailed examination of these effects464

and the dependencies on elements of the parameterization is left for future work, as it is beyond the scope465

of the present study. However, we take it to be an interesting empirical result that the mixing suppression466

function from Ferrari and Nikurashin (2010) is able to explain the smaller degree of surface suppression in467

p5BS relative to ref, possibly due to larger eddies that decorrelate more quickly.468

3.2.3. Statistical distribution of diffusivities469

An additional question to address is how backscatter modifies the statistical distribution of the isopycnal470

diffusivities throughout the domain. Backscatter leads to improvements over unparameterized simulations,471

shifting the distributions of 𝜅1 and 𝜅2 towards larger values and more closely matching the ref simulation472

(Figure 10). Neither the p5BS nor p25BS simulationmatches the extremes in the tail of the 𝜅1 distribution in473

the ref simulation, which is possibly related to horizontal shear flows that areweaker or unresolved at coarser474

resolutions as suggested by the analysis in the previous section (Figure 9). The 𝜅2 distributions show much475

closer agreement between the p5BS, p25BS, and ref simulations (Figure 10b), which is reflected in their near-476

equal globally averaged values (Figure 10d). Although 𝜅1 is smaller in the backscatter simulations, typical477

isopycnal diffusion parameterizations act isotropically within the isopycnal plane. These near-equal global478

values of 𝜅2 thus suggest that no supplemental isopycnal diffusion is desirable in the backscatter simulations,479

at least in the global average.480

3.3. Sensitivity to backscatter strength481

In this section, wedetermine the sensitivity of isopycnalmixing to the strength of the parameterized backscat-482

ter. Here, we deviate from the main simulations summarized in Table 1 and assess a set of simulations that483

vary the magnitude of 𝑐bs (Equation (5)), which modulates the amplitude of the negative viscosity. We show484

only simulations at 1/4∘ resolution; results were similar at 1/2∘ resolution (not shown). The particular em-485

phasis is on how the isopycnal diffusivities vary as a function of eddy energy and length scales as 𝑐bs is varied.486

The results of the 1/4∘ simulations are summarized in Figure 11. Globally integrated KE increases as 𝑐bs in-487

creases (Figure 11a), although the changes in KE become smaller for larger values of 𝑐bs. Globally integrated488

APE decreases as 𝑐bs increases (Figure 11a) since amore active eddy field extracts APEmore effectively from489

the mean flow, thereby flattening isopycnals (Figure 5). The magnitudes of the isopycnal diffusivities gen-490

erally increase as 𝑐bs increases (Figure 11d), and these increases follow a similar pattern to increases in the491

EKE (Figure 11c). Notably, the energy-containing scale (Equation (22)) does not vary in a systematic fash-492

ion as 𝑐bs varies (not shown), which is implied by the isopycnal diffusivities increasing at roughly the same493

rate as eddy velocities. If the energy-containing scale of the eddies increased as 𝑐bs increased, then diffusiv-494

ities would likely increase at a faster rate than eddy velocities from mixing length arguments (see Equation495

(23)). That the energy-containing scale does not change dramatically suggests it is more constrained by496

large-scale processes such as bottom drag and stratification, which are not modified as strongly by changes497

in 𝑐bs compared to the strong changes in EKE. We note that we have not investigated the effects of changes498

in the vertical structure via 𝑐exp (Equation (8)), which influences the resultant stratification (Yankovsky et499

al., 2024). Nevertheless, our results indicate that, at least with the present backscatter scheme, the strength500

of isopycnal mixing is strongly controlled by the strength of eddy energy as modulated by the magnitude of501

the backscatter.502
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shown. (c–d) Globally averaged values of (c) 𝜅1 and (d) 𝜅2 for the same simulations; averages are taken over
positive values only. Error bars in (c, d) denote ±𝜎, where 𝜎 is the estimated standard deviation from the
least squares inversion (see Appendix B.)
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Figure 11: Summary of simulations varying 𝑐bs. (a, b) Time series of globally integrated (a) kinetic energy
and (b) available potential energy; the gray shading is the 2,000–day window used for analysis through this
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3.4. Tracer biases503

In this section, we return to the main simulations (Table 1) and examine how improved isopycnal mixing504

from backscatter impacts tracer biases relative to the ref simulation. We here also seek to compare the effect505

of backscatter-driven isopycnal mixing to the effect of parameterized isopycnal diffusion. The isopycnal506

diffusion simulations (Redi) are described in Section 2.4 and summarized in Table 1.507

Figure 12 shows depth-averaged snapshots of one of the tracers used in the MMT inversion. The unparame-508

terized simulations (Figure 12a, d) show stronger gradients in the tracerwhere restoring gradients are largest509

(at 15∘E and 45∘E in Figure 12) compared to the ref simulation. This is a consequence of the subdued eddy510

activity which, if present, would act tomix away these gradients. Adding isopycnal diffusion improvesmean511

biases by diffusing overly large gradients (Figure 12b, e, h) [note that the impact of the abrupt resolution func-512

tion is seen in Figure 12, but a smooth transition is not necessarilymore suitable (Hallberg, 2013)]. However,513

with isopycnal diffusion these mean bias reductions are at the expense of variance biases, as diffusion also514

washes away the tracer signature of the partially resolved eddy variability (Figure 12h). The backscatter sim-515

ulations, by enhancing the eddy activity that stirs tracers, show reductions in bothmean and variance biases516

with respect to the ref simulation (Figure 12c, f, h). That backscatter improves both mean and variance bi-517

ases suggests that it is a preferable parameterization for tracer mixing in an eddy-permitting regime. The518

mean bias reductions from isopycnal diffusion might be improved through tuning of the tracer diffusion519

coefficient, a different choice of resolution function or a different prescribed vertical structure. However,520

the worsening of variance biases is likely a general result whenever some eddy variability is resolved and521

isopycnal diffusion applied to total resolved fields is added. It is possible that a splitting procedure, such as522

that proposed byMak et al. (2023) for the GM parameterization, could be applied to a Redi parameterization523

and lead to better results in this sense. However, how to implement such a procedure (see Mak et al., 2023)524

and comparisons to the approach we take here is beyond the scope of our study and is left for future work.525

3.5. Ventilation tracer526

In this final analysis section, we assess the impact of the backscatter parameterization on ocean ventilation.527

Eddy-driven isopycnal mixing plays an important role in ventilating the interior ocean, especially in the528

Southern Ocean where isopycnals outcrop at the surface, providing an adiabatic pathway from the ocean529

surface into the interior (Morrison et al., 2022). We have shown there to be differences in how our simula-530

tions represent both outcrop locations and the strength of isopycnal mixing in the Southern Ocean region of531

themodel (Sections 3.1 and 3.2). To investigate the effect of these differences, we performed an idealized ven-532

tilation tracer experiment with a similar configuration to previous studies (e.g., England, 1995; Abernathey533

& Ferreira, 2015; Balwada et al., 2018).534

The ventilation tracer is initialized first everywhere to 0. At every time step, it is then set to a value of 1 if535

the center of an isopycnal layer in a grid cell lies above a prescribed constant depth of 100 m. Otherwise, it536

is passively stirred into the interior. This experiment was performed over the 2,000–day window once the537

flow in each simulation had already reached statistically steady state (Figure 2), and output is saved as 5–day538

averages.539

The results of this experiment are summarized in Figure 13. It is readily seen that in all simulations the540

ventilation tracer is taken up at the surface and mixed into the interior by eddy stirring alone (there is no541

diapycnal mixing in the model), which is indicated by values of tracer spanning the range between 0 and 1.542

The uppermost layers, which are mostly shallower than the 100 m depth value, are almost saturated with543

tracer after 2,000 days, while eddy stirring ventilates deeper layers more slowly. The highlighted isopycnal544

layer (Figure 13a–g) is the first layer to outcrop only in the Southern Ocean (i.e., it does not also outcrop in545

the northern part of the domain) and examining the tracer on this layer provides a clear picture of Southern546

Ocean ventilation in these simulations (Figure 13h, i).547

Tracer concentration grows more slowly in the p5noBS and p25noBS simulations, which is a result of the548

subdued eddy activity that stirs the tracer into the interior (Figure 13h). This is mostly a result of subdued549

eddy stirring rather than incorrect outcropping, as confirmed by the simulations with added isopycnal tracer550

diffusion, which have the identical underlying flow and stratification to the corresponding unparameterized551
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Figure 12: (a–g) Snapshots of depth-averaged tracer restored to target profile 𝑐∗ = cos (2𝜋𝑥) with restoring
time scale 𝜏 = 6 years (see Section 2.3.3) in the (a) p5noBS, (b) p5noBS-Redi, (c), p5BS, (d) p25noBS, (e),
p25noBS-Redi, (f) p25BS, and (g) ref simulations. (h) Depth-averaged biases averaged over all tracers in
the MMT inversion (see Section 2.3.3). For each tracer for each simulation: mean biases are computed by
depth-averaging, then time-averaging, and then taking the root-mean-square of the difference between the
given simulation and the ref simulation coarsened to either 1/2∘ or 1/4∘; variance biases are computed by
depth-averaging, then taking the temporal standard deviation, and then taking the root-mean-square of the
difference between the given simulation and the ref simulation coarsened to either 1/2∘ or 1/4∘. An average
is then taken over all tracers in each simulation to obtain the values in (h).

simulation: p5noBS-Redi and p25noBS-Redi show growth in tracer concentration on this layer more in line552

with the ref simulation. However, this victory is pyrrhic as these simulations exhibit too high tracer con-553
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Figure 13: (a–g) Zonally averaged ventilation tracer after 2,000 days shown between−65∘Nand−15∘N in the
(a) p5noBS, (b) p5noBS-Redi, (c) p5BS, (d) p25noBS, (e) p25noBS-Redi, (f) p25BS, and (g) ref simulations.
Thin white lines show zonally averaged isopycnal interfaces, and the black contoured isopycnal is the first
layer to outcrop only in the Southern Ocean. Quantities on this layer are shown in (h–i): (h) the area-
averaged tracer concentration and (i) the average meridional distance travelled by the 0.1 isopleth of the
tracer.

centration on the deeper outcropping layers (Figure 13b, e) due to an inaccurate vertical structure for the554

parameterized diffusivity; this might be mitigated by a different choice of vertical structure (see Section 2.4).555

The p5BS and p25BS simulations show the closest resemblance to the ref simulation in terms of both growth556

over time and the vertical distribution of the tracer (Figure 13c, f, g, h).557

The northward advance of the 0.1 tracer isopleth gives a clear indication of tracer mixing across the simu-558

lations (Figure 13i). The 0.1 isopleth advances into the interior more slowly for the unparameterized sim-559

ulations, showing a bias of roughly 300 km after 2,000 days. Adding isopycnal tracer diffusion generally560

reduces this bias, although the effect of the horizontal resolution function is clearly seen in the p25noBS-561

Redi simulation at roughly 1,000 days, where the procession slows. The backscatter simulations show the562

closest resemblance to the ref simulation overall, although slightly overestimate the mean distance travelled563

after 2,000 days by about 30 km. These results are consistent with the findings of Abernathey and Ferreira564

(2015), where higher eddy activity (in their case due to stronger winds) drives enhanced ventilation through565

intensified isopycnal mixing.566
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4. Summary and discussion567

We have evaluated the effect of a kinetic energy backscatter parameterization on isopycnal mixing at eddy-568

permitting resolutions in a basin-scale configuration of MOM6. In this study, the backscatter parameter-569

ization is formulated as a negative harmonic viscosity in the momentum equations, whose magnitude is570

informed by a local prognostic subgrid energy budget, and acts to reenergize eddies that are spuriously dis-571

sipated by a biharmonic viscosity. Importantly, the backscatter parameterization is not combined with addi-572

tional GM or Redi parameterizations for eddy-driven overturning and eddy-induced along-isopycnal tracer573

diffusion, respectively. We have assessed the representation of isopycnal mixing by diagnosing the three-574

dimensional structure of isopycnal diffusivities via a multiple tracer inversion method.575

The main results are summarized here:576

1. Simulations with no mesoscale parameterization in this model, at both 1/2∘ and 1/4∘ resolutions, show577

subdued isopycnal mixing (Figure 6) and consequent tracer biases (Figures 12 and 13), largely as a re-578

sult of subdued eddy activity (Figure 3). In these simulations, the globally integrated kinetic energy is579

roughly four times smaller than a coarsened 1/32∘ simulation (Figure 2a), and the predominantly merid-580

ional diffusivity is similarly four times too small on the global average compared to the 1/32∘ simulation581

(Figure 10d). Isopycnals are also too steep in the unparameterized simulations, due to a poorly resolved582

baroclinic energy cycle, which leads to inaccurate outcrop locations in the reentrant channel that mimics583

the Southern Ocean in the model (Figure 5).584

2. Simulations employing the backscatter parameterization show elevated isopycnal diffusivities, which585

largely track the increases in eddy kinetic energy (compare Figures 3 and 6, and Figures 4 and 7). When586

compared to the 1/32∘ reference simulation, the results overall suggest that no supplemental isopycnal587

diffusion is needed in these backscatter simulations. The predominantly meridional diffusivity in the588

backscatter simulations is comparable to, and in some cases exceeds, that in the 1/32∘ simulation. The589

backscatter simulations are unable to match extremes in the distribution of the predominantly zonal590

diffusivity in the 1/32∘ simulation (Figure 10a); however, such extremesmay arise from zonal shear flows591

that are unresolved at coarser resolutions, which produce locally intense along-flow transports (Figure 9).592

The backscatter parameterization also leads to reductions in both mean and variance biases of passive593

tracers (Figure 12) as well as an improved representation of an idealized ventilation tracer (Figure 13)594

relative to the 1/32∘ simulation.595

3. Simulations that use a traditional isopycnal diffusion (“Redi”) parameterization show reduced mean596

tracer biases (Figure 12) and increased uptake of the ventilation tracer (Figure 13) relative to unparame-597

terized simulations. However, the isopycnal diffusion parameterization also diffuses the tracer signature598

of resolved eddy variability, leading to increases in tracer variance biases (Figure 12).599

Taken together, these results indicate that isopycnal diffusivities are expected to be low where eddy activity600

is low, and that, by reenergizing eddies, a backscatter parameterization can lead to an improved representa-601

tion of isopycnal mixing. Juricke et al. (2020) showed in a global model configuration that parameterizing602

backscatter can reduce tracer biases where eddy activity is better represented, while biases can increase in re-603

gions where eddy activity is over-intensified. An important result from the present study is that the strength604

of backscatter-parameterized isopycnal mixing is affected not only by the eddy kinetic energy but also by605

the dominant eddy length scale, as anticipated from mixing length arguments. In the 1/2∘ backscatter sim-606

ulation, the energy-containing scale is generally larger than in the 1/32∘ simulation by about 10–20 km607

(Figure 3g), which likely occurs because the energy-containing scale in the 1/32∘ simulation is at or below608

the 1/2∘ grid spacing; this contributes to isopycnal diffusivities being too large at 1/2∘ (Figure 6i). In the 1/4∘609

backscatter simulation, the energy-containing scale is more in line with the 1/32∘ simulation (Figure 3g),610

and isopycnal diffusivities are in turn more similar between these simulations (Section 3.2). Joint consider-611

ation should thus be given to both the eddy energy and eddy length scales when parameterizing isopycnal612

mixing via backscatter. Encouragingly, results from simulations that varied the strength of backscatter via613

the magnitude of the negative viscosity (Equation (5)) demonstrated that the energy-containing scale did614

not vary much at fixed resolution, and that increases in isopycnal diffusivities generally followed increases615

in eddy energy (Figure 11). These results suggest that the magnitude of the negative viscosity could be a616

useful knob to control the strength of isopycnal mixing in more realistic global configurations where eddy617
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activity is partially resolved but spuriously low. Further work is, of course, needed to confirm the degree to618

which this holds in realistic global models, and we hope the results in the present studymotivate such work.619

Due to our idealized model configuration, several important effects remain to be explored to achieve im-620

plementation in realistic global models. Our model is purely adiabatic with a single thermodynamic con-621

stituent, while temperature and salinity gradients can compensate and thus coexist along isopycnals in the622

ocean. Recent studies (Holmes et al., 2022; Neumann & Jones, 2025) have shown that enhanced isopyc-623

nal mixing can have indirect diabatic impacts through interactions with surface buoyancy fluxes and via624

nonlinear equation of state effects, in particular in the Southern Ocean, thus modifying circulation and625

water mass transformation processes. It will thus be important to understand the dual effect of backscatter-626

parameterized eddies to modify stratification via adiabatic APE extraction versus diabatic effects that arise627

from enhanced isopycnal mixing, especially in the Southern Ocean where a backscatter parameterization628

already likely generates strong responses (Juricke et al., 2020; Chang et al., 2023; Yassin et al., 2025). Fur-629

ther work is needed to test sensitivity to other aspects of the parameterization, such as the vertical structure,630

which has been shown to influence the resolved stratification in idealized models (Yankovsky et al., 2024)631

and whose effects may differ in more realistic models. Interactions with other processes absent from the632

model used in this study, such as mixed layer and vertical mixing processes and their parameterizations, are633

another important consideration for global model implementation and warrant future attention. It would634

also be of interest to assess the implications of elevated tracer variability at the mesoscale via a backscatter635

parameterization for air–sea fluxes (Bishop et al., 2017; Gehlen et al., 2020) as well as reactive biogeochem-636

ical tracers (Lévy et al., 2014).637

Finally, we note that the backscatter scheme used in this study is primarily a numerical, rather than a phys-638

ical, backscatter parametrization, as it acts to counteract the excessive dissipation resulting from the bihar-639

monic viscous closure. Recent work (Silvestri et al., 2024; Zhang et al., 2025) has suggested that improved640

numerics could obviate the need for an explicit viscous closure. This may reduce the spurious damping of641

resolved kinetic energy and thereby increase the effective resolution of eddy-permitting simulations. Even642

with such improved numerical schemes, however, there is likely still to be some excessive dissipation at643

small scales relative to a higher resolution simulation, which may affect large-scale fields because of miss-644

ing energy sources for upscale cascades. A numerical backscatter parameterization could thus still be of use645

in this scenario (e.g., Zhang et al., 2025). Moreover, physical backscatter parameterizations which target646

missing physics, such as the energization of mesoscale flows via submesoscale inverse cascades (Steinberg et647

al., 2022; Garabato et al., 2022), will remain relevant as long as such processes are partially or not resolved.648

Our study has demonstrated that a resolved flow, appropriately energized by a backscatter parameterization,649

can generate realistic isopycnal mixing. Many open questions remain regarding how to optimally imple-650

ment such a parameterization in a global model to balance the various effects that increased eddy activity651

may have. However, backscatter parameterizations can likely contribute to a more faithful representation652

of mesoscale eddy activity and associated eddy-induced mixing effects in the challenging eddy-permitting653

regime of ocean climate models.654

A. Further results for thickness-weighted eddy tracer fluxes655

Here, we present equations for the thickness-weighted mean and eddy tracer variances, ̂𝑐2 and 𝑐″2, that fol-656

low fromEquation (11). Following these equations, we discuss the effect of the eddy tracer fluxF𝑐 (Equation657

(12)) on tracer variance in order to clarify our focus on the symmetric part of the eddy tracer flux (see Section658

2.3.2).659

A.1. Mean and eddy tracer variance equations660

Themean tracer variance equation is found by first rewriting the TWA tracer equation (Equation (11)) in an661

advective form, multiplying by ℎ ̂𝑐, and then making use of the averaged thickness equation (Equation (2)).662
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The result is663

𝜕𝑡(ℎ
̂𝑐2
2 ) + ∇ ⋅ (ℎû ̂𝑐2

2 ) + ∇ ⋅ (ℎ ̂𝑐F𝑐) = ℎ∇ ̂𝑐 ⋅ F𝑐. (30)

The eddy tracer variance can be written as 𝑐″2 = 𝑐2 − ̂𝑐2 following usual Reynolds assumptions (see Young,664

2012). An equation for 𝑐2 is found by noting that 𝑐2 also satisfies Equation (3), averaging this equation for 𝑐2,665

and again applying Reynolds assumptions to simplify the triple products. Subtracting Equation (30) from666

the resulting equation yields the eddy tracer variance equation667

𝜕𝑡(ℎ
𝑐″2
2 ) + ∇ ⋅ (ℎû 𝑐

″2

2 ) + ∇ ⋅ (ℎ û
″𝑐″2
2 ) = −ℎ∇ ̂𝑐 ⋅ F𝑐. (31)

Equations (30) and (31) are similar to Equations (89) and (90) in Young (2012), except that Young’s equations668

are defined in a basis which differs to the basis that defines the numericalmodel’s coordinate system (Section669

2.1) (see also Jansen et al., 2024); this difference is the reason we present these equations here.670

The main point here is that the right hand sides of Equations (30) and (31) differ by a sign and sum to zero.671

These are the eddy-mean transfer terms in a thickness-weighted framework. As discussed next, if a flux-672

gradient relationship is assumed (Equation (13)), then only the symmetric part of the mixing tensor affects673

these eddy-mean transfer terms.674

A.2. Antisymmetric and symmetric eddy tracer fluxes675

Of the four degrees of freedom in the mixing tensor K ∈ ℝ2×2, only one comes from the antisymmetric part676

A = (K − KT)/2; namely,677

A = [ 0 𝜓
−𝜓 0] ,

where𝜓 is a scalar. The eddy flux associated with the antisymmetric part of K, i.e., F𝑐A ≡ −A∇ ̂𝑐, can therefore678

be written as679

−A∇ ̂𝑐 = 𝜓∇⟂ ̂𝑐, (32)

where∇⟂ = −𝜕𝑦i+𝜕𝑥j. Since∇ ̂𝑐 ⋅ (𝜓∇⟂ ̂𝑐) = 0, Equations (30) and (31) imply that F𝑐A has no effect on tracer680

variance.681

It is thus clear that only the eddy flux associated with the symmetric part of K, i.e., F𝑐S ≡ −S∇ ̂𝑐, can affect682

tracer variance (Equations (30) and (31)). Denoting rotation of a vector into the coordinate system defined683

by the orthonormal columns of U as684

ã ≡ UTa, (33)

then it follows that the right hand side of the mean tracer variance equation (Equation (30)) can be written685

as686

ℎ∇ ̂𝑐 ⋅ F𝑐 = −ℎ∇̃ ̂𝑐 ⋅ (D∇̃ ̂𝑐), (34)

which is negative-definite if the entries of D, i.e., the isopycnal diffusivities (Equation (15)), are positive.687

When globally integrated, the right hand side of Equation (34) in factmust be negative to balance dissipation688

of tracer variance. (Dissipation is not written explicitly in Equations (30) or (31) but is achieved through the689

action of molecular or numerical diffusion.) The effect of S is therefore referred to as “mixing” as it acts as a690

global sink of mean tracer variance. It is this variance-reducing mixing that is targeted by typical isopycnal691

mixing parameterizations (e.g., Redi, 1982).692
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B. Error estimation from the Method of Multiple Tracers693

Here, we describe an error estimation method for the Method of Multiple Tracers inversion described in694

Section 2.3.3. Since the inversion is a least squares regression, the error estimation method amounts to695

computing the standard errors of the coefficients (i.e., the standard deviation on the estimated coefficients)696

that define the least squares solution Klsq (Equation (18)).697

To render the overdeterminedmatrix equation (Equation (17)) in amore intuitivematrix-vector formulation698

to apply ordinary least squares results, we vectorize Equation (17) to become699

F = MK, (35)

where F ≡ vec(F) ∈ ℝ2𝑚, K ≡ vec(K) ∈ ℝ4 and M ≡ −(GT⨂𝐼2) ∈ ℝ2𝑚×4, where⨂ is the Kronecker700

product and 𝐼2 is the 2 × 2 identity matrix. As in Equation (18), the least squares estimates for the entries of701

K can be expressed as702

Klsq = M†F, (36)

with residuals then given by703

r = F −MKlsq. (37)

To proceed, we assume that the residuals (i.e., errors) are independent and identically distributed as well as704

homoskedastic. The sample variance of the errors is then705

𝑠2 = 1
2𝑚 − 4‖r‖

2, (38)

where 2𝑚 − 4 are the statistical degrees of freedom from Equation (35), and the covariance matrix ofK is706

cov(K) = 𝑠2(MTM)−1. (39)

The standard errors of the entries 𝐾𝑖 ofK are then707

se(𝐾𝑖) = √(cov(K))𝑖𝑖 , (40)

for 𝑖 = 1,… , 4.708

We then relate this expression for the standard errors in K to the standard errors in the eigenvalues 𝜅1 and709

𝜅2 of S (Equation (15)). To do this, we first define a function f that maps the entries of K to the eigenvalues710

𝜅1 and 𝜅2, i.e., k = f(K) where k ≡ (𝜅1, 𝜅2)T and (via a simple exercise in linear algebra)711

𝜅1 =
𝐾11 + 𝐾22

2 +√(𝐾11 − 𝐾22
2 )

2
+ 𝐾2

12, (41)

𝜅2 =
𝐾11 + 𝐾22

2 −√(𝐾11 − 𝐾22
2 )

2
+ 𝐾2

12, (42)

where the 𝐾𝑖𝑗 are the elements of the unvectorized matrix K. We then assume that errors propagate to first-712

order by713

cov(k) = Jcov(K)JT, (43)

where J = 𝜕f/𝜕K ∈ ℝ2×4. The standard errors in the eigenvalues are then, as in Equation (40),714

se(𝜅𝑖) = √(cov(k))
𝑖𝑖

(44)

for 𝑖 = 1, 2. Figure B1 shows the depth-averaged standard errors for 𝜅1 and 𝜅2, which can be compared to715

Figure 6.716
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Figure B1: Depth-averaged standard errors (se) for the isopycnal diffusivities from Equation (44). (a–e)
se(𝜅1) (on a log color scale) in the (a) p5noBS, (b) p25noBS, (c) p5BS, (d) p25BS, and (e) ref simulations.
(f–k) As in (a–e) but for se(𝜅2).
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