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ABSTRACT: The energy surplus resulting from radiative forcing causes warming of the Earth system. This initial warming drives
a myriad of changes in, for example, ice coverage, cloud properties and sea surface temperatures (SSTs), leading to different radiative
feedbacks. Understanding the relationship between the radiative feedbacks and the pattern of SST changes is often referred to as the
“pattern effect”. The main current approach to study the pattern effect relies on Green’s function experiments, diagnosing the response of
atmosphere-only models to perturbations in the SST boundary condition. Here, we argue that the fluctuation-dissipation relation (FDR) and
response theory, together with careful considerations about coarse-graining procedures, can be a computationally cheap and theoretically
grounded alternative to model experiments. We introduce a protocol based on FDR to study the pattern effect directly from data and
present its application in a state-of-the-art coupled climate model. By focusing on the coupled dynamics, rather than atmosphere-only
models as in previous studies, we unveil the role of the slow ocean component in setting the pattern effect. We present a new “sensitivity
map”, representing a first, qualitative prediction of the response of the global mean top-of-the-atmosphere (TOA) radiative flux to local
perturbations in the SST field in fully coupled climate models. We find negative sensitivity throughout the tropics, in contrast to the current
understanding where the eastern and western tropical Pacific respectively show positive and negative sensitivity. On the other hand, we
show that if only the fastest time scales are considered, then the system’s response is dominated by the atmospheric variability and we
recover results in qualitative agreement with the literature. Therefore, the difference between the sensitivity map proposed in this and
previous studies, largely comes from the inclusion of the atmosphere-ocean coupling rather than methodological details. The framework
offers a conceptually novel perspective on the pattern effect: feedbacks in the coupled climate system, are encoded in a temporally and
spatially dependent response operator, rather than time-independent maps as for studies involving atmosphere-only models.

1. Introduction The climate feedback parameter (1) is often approx-
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some variations, current studies tend to have the following
features in common, as summarized in [Bloch-Johnson
et al.| (2024): (i) the assumption that global mean TOA
radiative response is linearly related to variations in the
sea surface temperature (SST) spatial pattern, (ii) utilizing
an atmosphere-only model to diagnose the atmosphere’s
sensitivity to SST boundary conditions, and (iii) utilizing
relatively large perturbations (e.g., 1 —4K) in the SST field
when constructing the Green’s functions. The relatively
large perturbations are needed to detect a clear response
with a shorter integration time, but may lead to additional
issues as large perturbations can result in nonlinear
responses (Williams et al.|2023), invalidating assumption
(i) stated above. As we will argue, the protocol proposed
in this paper, provides a new perspective on the pattern
effect by relaxing assumptions (ii) and (iii) outlined above.
In addition to the Green’s function approach, there have
also been efforts to find a response operator statistically
from existing simulations, to avoid the computational
cost of numerical perturbation experiments. In particular,
Zhou et al| (2017); |Bloch-Johnson et al.| (2020); Kang
et al.| (2023) have all used forms of linear regression to
estimate the pattern effect. For example, Bloch-Johnson
et al. (2020) used multiple linear regression to generate
an operator from the natural variability of a pre-industrial
control run to explain the forced response in coupled
climate models. Regression approaches successfully
eliminate the computational expenses of previous Green’s
function methods, but are not optimally designed to infer
spatiotemporal-dependent causal links among climate
fields.

In this work, we present a method for diagnosing
the pattern effect based on the Fluctuation-Dissipation
Relation (FDR), also often referred to as Fluctuation-
Dissipation Theorem (FDT) (see, e.g., Majda et al.|2005),
and response theory (Marconi et al.|2008). Here, we are
going to refer to FDR or FDT interchangeably. Roughly
speaking, the Fluctuation-Response formalism provides
a strategy to compute the ensemble average response of
a physical system to external perturbations, solely given
correlation functions of the unperturbed system (Marconi
et al.| [2008; Majda et al|2005). The Earth’s climate
is a multi-scale, complex dynamical system for which
the application of the FDR formalism is only possible
by focusing on the proper observables (Gritsun and
Lucarini|2017) and on a narrow range of spatiotemporal
scales (Majda et al.|2005; Baldovin et al.[[2022). The
protocol proposed here, building on the framework
recently presented in |[Falasca et al.| (2024), leverages
the FDR formalism and dimensionality reduction tech-
niques to infer a response operator in a coarse-grained
representation of the climate system. The success of
linear response theory in climate science is closely tied
to coarse-graining methods (Colangeli et al.|[2012). In

the case of spatiotemporal dynamical systems (such as
climate), coarse-graining procedures refer to (i) averaging
over large spatial regions, (ii) selecting a limited range
of temporal scales and (iii) considering a limited set of
variables. These coarse-graining steps need to be carefully
considered in applications of FDR in climate and they will
be detailed throughout this paper. The response operator,
together with the appropriate convolution formulas, allows
us to study the causal relation between the SST and the
TOA net radiative flux fields across multiple spatial and
temporal scales.

The method presented in this work balances the strengths
of the Green’s function protocol (Bloch-Johnson et al.
2024) and previous statistical methods |Zhou et al.|(2017);
Bloch-Johnson et al.| (2020). In particular, similar to the
Green’s function approaches derived from atmospheric
models (Zhang et al.[2023)), the framework infers the causal
linkages among climate fields in the paradigm of responses
to perturbations (Baldovin et al.2020)), and it can be applied
directly from data, as in previous statistical approaches.
The proposed protocol contributes to the pattern effect lit-
erature in three main ways:

* The method gives qualitative predictions of responses
to small perturbations in the coupled climate system.
In the coupled dynamics, both the atmosphere and
ocean would respond to perturbations in the SST field
across a wide range of spatiotemporal scales. By ac-
counting for such a complex array of spatial and tem-
poral interactions, we provide a new estimate of the
response (sensitivity) of the TOA fluxes to external
SST perturbations.

* We eliminate the need of prescribing large perturba-
tions to the system to construct the Green’s function
operator, therefore ensuring the assumption of linear-
ity when studying the response of TOA fluxes to SST
perturbations. The FDT response operator is derived
in the limit of infinitesimally small perturbations, for
which the linearity assumption holds (Majda et al.
2005; Marconi et al.|[2008). Evaluation tests in this
paper will show that in the specific context of the pat-
tern effect, and given the coarse-graining procedure
proposed in this paper, the FDT formalism can also
give good predictions (in terms of global mean) of
responses to finite amplitude perturbations.

¢ The proposed protocol is computationally cheap, al-
lowing for qualitative predictions of how the system
would respond to perturbations solely as a function of
a long control run of a coupled climate model. Most
modeling centers have already generated a control
run and therefore the proposed method can be ap-
plied across every existing models without the need
to initiate new model runs.



We note that inferring the response operator in the limit
of infinitesimal perturbations is, in general, a potential
limitation for predictability studies as climate change
often requires studying the response to finite perturbations
(Boftetta et al.[|2003). However, if the task is to infer the
causal relationships among different fields, then the choice
of small perturbations is desirable as it allows us to study
the dynamics of the system on the attractor itself (Aurell
and Del Ferraro|2016; Baldovin et al.|[2020)

We leverage the proposed framework in the context
of the GFDL-CM4 model (Held et al. 2019). First, we
infer the response operator in a long control run. We
then evaluate the methodology against two 150 years-long
forced runs, respectively, with (i) an incremental 1 percent
per year and (ii) an abrupt 4 times increase of CO,
concentration. Specifically, we show that it is possible
to reconstruct the global mean changes in the net TOA
radiative flux, solely as a function of the response operator
and the forced SST field. We then present a prediction of
the response of the TOA radiative flux to perturbations in
the SST field. We compare the predicted sensitivity map
with the current literature (Zhang et al.2023) and highlight
that the main difference is the strong negative sensitivity
of TOA fluxes to SST perturbations all throughout the
tropics. We argue that, regardless of the methodology,
the discrepancies with the existing literature mainly come
from focusing on the atmosphere-ocean coupled system
rather than atmosphere-only models. To demonstrate our
point, we explore the dependency of our results on the
range of time scales considered. We show that we can
recover previous results if only the shortest time scales are
considered, for which the slow ocean response is largely
absent.

In what follows, we describe the proposed methodology
and data preprocessing in Sections [2] and 5] We present
the general, data-driven protocol to perform perturbation
experiments in a multivariate climate system in Section 4]
In Section[5] we present results from the application of the
method to the GFDL-CM4 model. In Section[f] we com-
pare the proposed protocol presented here with the Green’s
function protocol. The key contribution of this work to di-
agnose the pattern effect can at first be understood by Sec-
tionsPpland[3] respectively focusing on linear response the-
ory and data preprocessing, and the results section. More
in-depth information about the method, protocol, and main
assumptions are supplied in all other sections. In partic-
ular, considerations for the correct application of FDT to
realistic climate data, namely coarse-graining, are key to
the success of the proposed framework; these are outlined
in detail in Appendix Ab|and are especially relevant for
future applications of FDT.

2. Methods

In what follows, we present the method utilized in this
work, which focuses on computing a response operator
from the unforced fluctuations of the climate system. The
operator, together with suitable convolution formulas, al-
lows us to find the linear response of the system to exter-
nal perturbations (see Section 2B). In practice, to meet
the necessary assumptions in linear response theory, we
compute the response operator in a coarse-grained (low-
dimensional) representation of the relevant state variables,
by focusing on large scale averages and on a limited range
of time scales. We detail two dimensionality reduction
techniques in Section [Jp| and later the data preprocessing
step in Section [3]

a. Linear response theory and the Fluctuation-Dissipation
Relation

Consider a dynamical system written as:

dx

i F(x), ey
where x(t) = [x1(¢),x2(¢),....,xn(f)] is the state vector.
N is the dimension of the system, and is theoretically
infinite in the case of spatiotemporal systems. In the case
of a General Circulation Model (GCM), N will be of the
order of millions, accounting for all variables at all grid
points. F(x) represents the complex dynamical processes
advancing the state vector in time.

We now add a perturbation 6f(¢) on the right side of Eq.

() as:
X px)+8(r) )
dr ’

where f(¢) is a generic spatiotemporal perturbation and §
is a small parameter controlling the strength of the pertur-
bation. Given the new system in Eq. (@), the goal is to
estimate the average change 6 {(x (1)) of each x () with re-
spect to the unperturbed (stationary and unforced) system
in Eq. (I). Here, the brackets (x (7)) stand for the ensem-
ble average of the observable xy (7)1} If 5f(z) is very small,
the leading order response in terms of ensemble average is
linear and equal to the following convolution:

o(x(1)) = /Ot R(7)of(t —7)dT, 3)

with R(7) € RV-N and Ry ;(t) representing the response,
in terms of ensemble average, of each xi (¢) at time ¢, given

!In this paper, we are going to focus on the identity case where the
observables of interest are the state variables of our system, O (xg (¢)) =
xi (t). However, we note that the formalism is general and it allows us
to study changes in the ensemble average of different functionals, for
example the second moment O (xg(t)) = xi (t). Examples can be
found in (Mayda et al.[ 2005} |Gritsun et al.|2008)



4

a small, impulse perturbation of x;(0). The response at
time ¢ is therefore determined by the cumulative effect of
the perturbations at all earlier times. In case of a constant,
(i.e. step function) external perturbation, expression (3]
simplifies even further as a dot product:

50 = ( /0 dr R(7))5f. @)
Both Eq. (3) and Eq. (@) will be considered in this paper.

The Fluctuation-Response formalism can be leveraged
to establish a rigorous link between the variability of the
unperturbed, stationary system and its response to exter-
nal perturbations (Marconi et al.[2008} Hairer and Majda
2010). Given the stationary probability distribution p(x)
of the dynamical system described in Eq. (I)), p(x) being
sufficiently smooth and non-vanishing, the following result
holds:

x(0) > )

&)

This is the most general form of the Fluctuation-

Dissipation theorem (FDT) and is valid for both

deterministic and stochastic systems. Eq. (3] allows us

to diagnose the response of any dynamical system to

infinitesimally small external perturbations solely from
the unperturbed dynamics of the system.

_<Xk B dlnp(x)

i ()
(9)61'

6x;(0)—0 6x;(0)

Ry (1) =

Importantly, recently |Aurell and Del Ferraro| (2016)
pointed out the connection between the Fluctuation-
Response formalism and the role of causality in physical
systems based on the notion of intervention (Pearl 2000
Ismael|[2023). The main idea is that, given a dynamical
system X(#) = [x(2),x2(¢),...,xn(¢)], cause-effect rela-
tions can be inferred by probing the system and examining
its response, as done in physical experiments. Specifically,
the link x;(f) — xx(z+7) is inferred by studying how an
external perturbation at variable x;(¢) propagates along
the system, inducing on average a change in variable
xr(t+7) (Baldovin et al.|2020). In the case of small
perturbations, the Fluctuation-Dissipation relation shown
in Eq. () allows us to do so in a straightforward way, by
inferring what the response would have been if we had
perturbed the systen?l We refer to the papers of |Aurell
and Del Ferraro (2016) and Baldovin et al.| (2020) for

2We point out the important, but often ignored, difference between
methodologies for “causal discovery”, aiming at reconstructing a causal
graph from time series, and the more general task of causal inference.
Specifically, given three variables {x,y, z} and, for example, a causal
graph such as x — y — z, the causal discovery method’s goal will be
to discover the graph itself. Causal inference requires us to go one step
further and study the effect of interventions on the graph. With this in
mind, the variability of both variables x and y will cause the variability
of z. We refer to |Ay and Polani| (2008) and [Runge et al.| (2015) for
details.

further details and comparisons with other methods for
causality, such as Granger Causality and Transfer Entropy
(Granger| 1969} (Schreiber] [2000). The link between
causality and linear response theory is of course not
limited to the Fluctuation-Dissipation formalism. We
mention the contributions by |Lucarini and Colangeli
(2012)); [Lucarini (2018)); [Tomasini and Lucarini| (2021);
Lembo et al. (2020) on linear response and causality in
the general framework proposed by Ruelle (Ruelle|| 1998
2009). Such approaches are very relevant also for future
studies on the pattern effect and a brief summary of
such tools are detailed in Appendix A. Additionally, we
refer to |[Lucarini and Chekroun| (2023) for an excellent
review/perspective on Ruelle response theory as a general
causal tool to understand the climate response to forcing.

The main practical issue with the formulation in Eq.
comes from the fact that the functional form of p(x) is
not known a priori and it can be highly nontrivial in high-
dimensional systems. We note that the machine learning
literature has shown promising results in the estimation of
the gradients VyInp(x) directly from data via generative
models (Giorgini et al.2024), and this can be considered in
future applications. However, commonly, the strategy has
been to approximate at first order p(x) as a Gaussian distri-
bution (Leith/1975)). In the case of Gaussian distributions,
Eq. (3) reduces to:

R(1)=C(1)C(0) ", (©6)

where the covariance function C; (1) = (x;(7 +1)x; (7))
(x; is assumed to be zero mean). Eq. (6) is valid for linear
systems and has been referred to as the “quasi-Gaussian
approximation” (Leith|1975; Majda et al.[2010,2005)). The
form of FDT shown in Eq. (6) allows us for a first-order
estimation of responses in linear systems and motivated
many studies in climate applications such as |Gritsun and
Branstator| (2007); [Ring and Plumb, (2008); Majda et al.
(2010); [Hassanzadeh and Kuang| (2016alb); (Christensen
and Berner| (2019) mainly focusing on the implications or
limitations of this formalism. Furthermore, it has been
shown that the quasi-Gaussian approximation in Eq. [6|has
high skills for predicting the response in ensemble mean
in non-Gaussian regimes (i.e., nonlinear systems) (Gritsun
and Branstator] [2007; |Gershgorin and Majdal |2010;
Baldovin et al.|[2020) and it is highly relevant in climate
studies after after spatial and temporal coarse-graining of
the system (Sardeshmukh and Sura[2009).

The theoretical tools presented above require computing
correlations through ensemble averages, which is impos-
sible in climate applications. The common way to over-
come this is through the assumption of ergodicity so that
O (x) = (0(x)) in the limit 7 — oo; where O(x) indicates
the time average of a generic physical observable O(x)




(Castiglione et al.|[2008). Covariance matrices are then
computed using temporal averages C; ; () =x; (7 +1)x; (7).
In doing so, we always expect spurious responses R(7),
because of (i) finite sample size (i.e., the length T of the
trajectory is finite) and (ii) large autocorrelations of the
time series x;(¢z). In order to identify spurious results of
the response operator, we adopt the confidence bounds pro-
posed in [Falasca et al.|(2024). Under the null hypothesis
of independence of any pair of variables x; and x;, with
k # j, it is possible to analytically derive a null Gaussian
distribution of the response operator R(¢) = C(¢)C(0)~! as
a function of the autocorrelation ¢;, the standard deviation
o; and the length T of each time series x;(¢). The null
distribution proposed in Eq. 8 in|Falasca et al.[ (2024) is
the analytic form of a red noise null test, commonly used in
climate analysis of univariate time series (Dykstral[2013)),
in the specific case of (i) multivariate time series and (ii)
the Fluctuation-Dissipation theorem in Eq. [6} we refer
to [Falasca et al.| (2024)) for details and its derivation. In
this paper, confidence bounds of the response operator, are
always defined at the +30° confidence level, allowing for
uncertainty estimation as a function of both sample size
and autocorrelation of the data. The confidence bounds
for the response operator allow us to overcome important
problems in applications of FDT by extending the com-
putation of the integral such as in Eq. (@) to very large
lags. In particular, previous studies such as Majda et al.
(2010); [Hassanzadeh and Kuang|(2016b)) evaluated the in-
tegral such as Eq. (3) while focusing on upper bounds
as short as 30 days (Majda et al.|[2010) or by tuning it
to have the best performance of FDT (Hassanzadeh and
Kuang 2016b). Another source of error comes from spu-
rious results at shorter time scales, which, even if small,
can still contribute to biases and accumulation of errors
in convolution integrals. The confidence bounds adopted
here are leveraged to neglect spurious terms and ensure
robust estimations of linear responses.

b. Dimensionality reduction through community detection
and Empirical Orthogonal Functions

The formulas proposed in the previous section cannot
be applied to the high-dimensional, original system.
The dimensionality reduction step is important for a few
reasons. First, in the case N > T, i.e. the number of grid
points is larger than the length of the time series, the
covariance matrix C(0) is not full rank and therefore not
invertible; more generally, even if N < T, neighboring
time series (e.g. x;(f) and x;41(¢)) will be very highly
correlated leading to ill-conditioned matrices C(0) and
large errors in its inverse (Gritsun and Branstator] 2007}
Hassanzadeh and Kuang|[2016b). Second, focusing on
large scale averages is an important step of the coarse
graining procedure, which has been shown to be necessary
for FDT to work in practice(e.g., (Colangeli et al.|2012;
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Sardeshmukh and Sural|2009). Finally, as the climate
lives on a low-dimensional attractor (Ghil and Lucarini
2020), we aim (at least in theory) to study the climate
in its effective dimension (Cvitanovic et al.|2016). This
allows us to move away from the “gridded-representation”
of the system and consider resolution independent
modes/patterns as the main blocks of the framework
(Cvitanovic et al.[[2016f [Dubrulle et al.|[2022).

We are going to consider two methodologies for di-
mensionality reduction: the scheme recently proposed in
Falasca et al.| (2024) and the more traditional Empirical
Orthogonal Functions (EOF or PCA) (Hotelling| [1933).
As further explained in Sections [4] and Appendix A, the
community detection/clustering approach will be preferred
here and the EOF method will be considered as a useful
baseline. We assume the reader to be familiar with EOF
analysis and refer to Section ITA of |Bueso et al.| (2020) for
details. Here, we very briefly outline the scheme proposed
in |Falasca et al.| (2024)) but we refer to Appendix B and to
the original paper for more details. Consider a spatiotem-
poral field saved as a data matrix x € RV-T, N is the num-
ber of grid points and T is the length of each time series.
For example, x could be the sea surface temperature field.
The dimensionality reduction proposed in [Falasca et al.
(2024)) allows us to partition this N dimensional field in
terms of n, non-overlapping patterns c1,c2,c3,...,Cy,, With
n < N. The methodology utilizes a community detection
algorithm, Infomap (Rosvall et al.[[2009) and therefore we
are going to refer to the low dimensional variables as pat-
terns, regions or communities interchangeably. Each c;
represent a two-dimensional region defined as a spatially
contiguous set of time series with large average pairwise
correlation. Finally, to each region c;, we associate a
time series defined as the integrated anomaly inside, i.e.
X(cj,t) = Z,-ECJA x; (1) cos(8;), where 6; represents the lat-
itude at grid point i and cos(6;) is a latitudinal scaling. To
summarize, given a spatiotemporal field saved as a data
matrix x € RV-T, the proposed framework allows us to de-
fine a new field X € R™7, with n < N. See Appendix B
and [Falasca et al.| (2024)) for additional details.

3. Data and preprocessing

We focus on the state-of-the-art coupled climate model
GFDL-CM4 (Held et al.|[2019) given its previous use in
similar studies on the pattern effect (e.g., Zhang et al.[2023))
and an available long control run, used for trustworthy
computations of the response operator in Eq. [6] The ocean
component is the MOM6 ocean model (Adcroft et al.
2019) with a horizontal grid spacing of 0.25° and 75 verti-
cal layers. The atmospheric component is the AM4 model
(Zhao and Coauthors| 2018ajb) with a horizontal grid
spacing of roughly 100 km and 33 vertical layers. There
is also a land component (LM4) and a sea-ice component
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(SIS2). Here, we focus on just the GFDL-CM4 model for
a proof of concept of the method, but the full protocol can
be applied to any model and it will be detailed in Section[d]

We consider three simulations of CM4: a pre-industrial
control (piControl), and two idealized scenarios of CO,
increase, namely 1pctCO, and 4xXCO,. The piControl run
is a 650 years long, stationary run of CM4 with constant
CO, forcing at the preindustrial level. The 1pctCO, and
4xCO, are idealized experiments simulating the climate
system under a 1% CO, increase per year and an abrupt
increase of 4 times CO, concentration respectively. Both
the 1pctCO; and 4xCO, experiments start from the prein-
dustrial CO, concentration and are run for 150 years. The
linear response operator R(z), shown in Eq. (@), will be
constructed using data from the piControl run. The forced
experiments are used to test the method’s performance. We
consider two variables: sea surface temperature (SST) and
net radiative flux at the top of the atmosphere (TOA). The
TOA flux, hereafter referred to simply as “TOA”, is com-
puted as the (incident shortwave) - (reflected shortwave) -
(upward radiative longwave) fluxes [} with all fluxes com-
puted at the top of the atmosphere. All fields are remapped
t0 2.5° by 2° resolution and only grid cells in the latitudinal
range [—60°,60°] are considered to avoid sea-ice covered
areas. The original temporal resolution is 1 day, but our
analysis focuses on monthly averages, therefore excluding
fast variability at the daily temporal scale and focusing
on the slow dynamics (see also Appendix A). Importantly,
our analysis focuses only on ocean-covered regions for both
the SST (by definition) and TOA variables, as we initially
wanted to explore differences and similarities with other
approaches, see e.g. [Zhang et al.[(2023)). Utilizing regions
above land for the TOA variable is conceptually a triv-
ial extension of the framework, and future studies will be
focusing on the temperature-at-the-surface variable rather
than SST. We note that our reported global mean results
of TOA change, for example, throughout the rest of this
paper, are, in fact, for the global mean excluding the poles,
which is approximately but not exactly equal to the full
global mean.

a. Data preprocessing for control run

Consider a field saved as a data matrix y € RV-T from
the stationary, 650-year piControl run; the preprocessing
steps outlined below are independent on whether y =SST
ory =TOA. N is the number of grid points, T is the length
of each time series at monthly frequency, and we refer to
yi(t) as the time series at grid point i. We now perform
four steps:

3Each component of the TOA fluxes is referred in the CMIP6 Eyring
et al.| (2016) catalog as follows: incident shortwave: “rsdt”; reflected
shortwave: “rsut”; the upward radiative longwave flux: “rlut”.

(1) Remove the first 50 years of the 650-year-long time
series, given a short transient trend in the first few
decades.

(i) Compute and store the climatology of each time series
yi (1), calculated as the temporal mean y; = y;(t).

(iii) Calculate anomalies relative to the seasonal cycle by
removing the average value of each month from the
data (e.g., from each January, we remove the average
value across all Januaries).

(iv) High-pass filter the data with a cut-off frequency of
107! years to remove slow (e.g., multidecadal) oscil-
lations. We stress that the highpass filtering step is
performed only in the control run.

After this preprocessing, the resultant time series have zero
mean due to step (iii) and approximately meet the quasi-
Gaussian assumption, largely due to the high-pass filtering
in step (iv) and by considering monthly averaging (see Ap-
pendix E). In subsequent sections, control run data will be
denoted as y € RN°T and is assumed to have been prepro-
cessed as above.

b. Data preprocessing for forced experiments

We now consider the 150-years long 1pctCO, and
4xCO; runs. As in the section above, we describe the
preprocessing steps for a generic field y/ € RV-T, where
here f stands for “forced”. We preprocess the forced data
in the following way:

(i) Compute and store the climatology of each time series

y'if (1), calculated as the temporal mean /,l'l.f = y'l.f (1).

(i1) Calculate anomalies relative to the seasonal cycle by
removing the average value of each month from the
data (e.g., from each January, we remove the average
value across all Januaries).

(iii) Add the difference in means between the forced and
control runs to retain the mean state difference despite
removing seasonality; i.e., update ylf(t) — y{(t) +
,Ulf —Hi-

Finally, in the forced experiments, we remove the contri-

bution to the radiative forcing coming from an increase

in CO, concentration alone, allowing us to isolate and
study the TOA radiative feedback to changes in SSTs. The
change in radiative forcing driven by changes in CO, alone
scales logarithmically with its concentration (Pierrehum-
bert|2010; Romps et al.|2022). As is standard, we remove

a constant of 8Wm =2 from the TOA flux in the 4xCO, ex-

periment (Romps et al.|[2022;[Zhao|2022). We then remove

a time-dependent correction of the form alog[C;/Cy] in

the 1pctCO, run, where Cy and C; are the concentration of



CO;, in the control run and forced experiment, respectively.
We fit the @ parameter by the change of ~ 8Wm ™2 in the
4xCO, simulation. Thus, we have an additional step:

(iv) Remove the contribution to radiative forcing coming
from the CO, concentration alone.

Data from forced experiments in subsequent sections
should be assumed to have been preprocessed following
steps (i)-(iv) above.

4. Proposed data-driven protocol to study the pattern
effect

The main steps of the framework can be summarized by
three main points: given the original, high-dimensional
fields, (i) project the dynamics in a lower-dimensional
representation; (ii) compute the response formulas in the
low-dimensional space; (iii) project the results back to the
original, high-dimensional space.

As outlined in Section 3] we are considering two fields:
the SST field ySST and the net radiative flux at the TOA
field yT©A. The linear response operator R(7) is inferred
in the piControl run. Each field is saved as a data matrix
y3ST e RN-T and yT0A € RV-T, with N being the number of
grid points and T the length of the simulation. Given the
spatial and temporal resolution considered this accounts
for N = 5932 (points on top of the ocean) and 7" = 7200
months (600 years at monthly resolution).

a. Main assumption

The theory in Section 2] assumes that the state vector x
is the whole climate system. This is practically impossible
because of the many variables and spatiotemporal scales
involved. In line with the ideas first proposed in |Has-
selmann| (1976); [Frankignoul and Hasselmann| (1977), we
are going to exploit the role of time scales separation and
switch our discussion from a deterministic to a stochastic
description (Penland|1989; |Lucarini and Chekroun/[2023).
The focus is going to be on the SST and net TOA flux vari-
ables coarse-grained in both space and time. Therefore,
the underlying assumption will be that these variables, av-
eraged over large regions and saved as monthly averages,
represent the slow dynamics of the system. The integrated
effect of (linear or nonlinear) processes active at (i) small
spatial scales and (ii) fast time scales is then considered as
noise (Penland|1996;|Majda et al.2005; Penland|2019; |Lu-
carini and Chekroun|2023). Such choices should be kept
in mind especially in the causal attribution step (Baldovin
et al.[|2020), as subsurface ocean variability can also play
a role in the pattern effect by shaping the evolution of the
SST field. We refer the reader to Appendix A for further
discussions on these points.

b. Protocol through community detection

We consider the SST and TOA fields, y35T € RV-T and
yTOA € RVT in the stationary piControl run. In order to
compute response formulas, we proceed as follows:

* We run the community detection presented in Section
[h] for the ySST field only. We choose this strategy
as the simplest optionf] This step reduces the N
dimensional field ySST into n, regionally constrained
patterns c;.

Given each pattern ¢, we compute its SST time se-
ries, X537 (c;,1), by computing the integrated SST
anomaly inside it as:

XSty = Y v (cos@), (D

LEC)

where 6; is the latitude at grid point i. The same is
done for the TOA field. This step defines two new
fields X55T € R™T and XTOA € R™T where n < N.
In Appendix E, we show that the inferred time series
X55T (¢ j»t) and XTOA(¢ j.t) are well approximated
by Gaussians, justifying the use of the approximation
presented in Eq. [6]

* The new fields X55T and XTOA are then standard-
ized by their standard deviation, respectively oxssr
and oxroa. Importantly, the computation of standard
deviations of the two fields incorporate the latitudi-
nal weighting as in Eq. (7). The low-dimensional
fields are then standardized as X55T/oyssr and
XTOA /oyroa. To simplify the notation, we are go-
ing to keep referring to the new standardized fields as
XSST and XTOA.

* The new standardized fields X535 and X7 are then
joined together to form a single state vector of di-
mensionality 27 as x(z) = [X35T, XTOA] (). At each
instant in time ¢, the state of the system is then encoded
in the state vector x(¢). The system is x € R>>7.

* The response operator R(z) is computed in the re-
duced space using Eq. (6). We leverage the statistical
test in shown in Eq. 8 in|Falasca et al.| (2024) so to
neglect later on spurious responses in the computa-
tion of convolutions such as Eq. (3). The confidence
level considered here is +30.

¢ To compute integrals such as Eq. (3], we also need
a low-dimensional representation of the perturba-
tion pattern 6f(¢). In our tests, perturbations will

4Note that there are potentially other options such as (i) reducing the
dimensionality of y55T and y "0 separately or (ii) performing the dimen-
sionality reduction after embedding the two fields as [ yl.SST, yl.TOA] (1),
where i is a grid point. Here, we choose to reduce the dimensionality of

y3ST and yTOA in the simplest and most interpretable way.



always be applied to the SST field, referred to as
SfSST e RV-T | For a given perturbation, we compute
its low-dimensional representation as done in the case
of the state vector x € R?>7 | see above. We are going
to refer to this perturbation as Sf-SST e R2T where r
stands for reduced. The SST perturbation is concate-
nated with a zero perturbation field, representing the
perturbation in the TOA field. The total perturbation
then is made by embedding 6f"-55T and 6f"-TOA. The
total perturbation field as 6f" € RZ"’

* Response formulas (Section [2)) are computed for the
low-dimensional system x € R using the convolu-
tion in Eq. (3). The resulting response is referred to
as 6(x(r)) € R*".

* We multiply the first # responses by the standard devi-
ation of the original field ossr to obtain the response
5(x35T(1)) € R" of the SST field. The second n re-
sponses are scaled by oxroa to obtain the response
5(xTOA (1)) € R" of the TOA field. The global mean
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change in TOA at time ¢ is computed as
with A = ZlN cos(6;).

c¢. Protocol through Empirical Orthogonal Functions

A similar protocol can be proposed by using Empirical
Orthogonal Functions (EOFs) see for example Majda
et al. (2010); |Gritsun and Branstator| (2007); Hassanzadeh
and Kuang| (2016b) among many others. In Appendix C,
we present the main steps for studying the pattern effect
problem via EOFs.

In this study, we consider the results from community
detection as more trustworthy.  The preference for
community detection will be supported by a few tests,
presented in Sections [5] and [6] showing good agreement
of our predictions with known responses simulated by the
climate model. [Hassanzadeh and Kuang| (2016b)) provides
a detailed analysis on how reducing the dimensionality
through EOFs can alone lead to major biases in linear
response theory studies. Additionally, we note that the
choice of how many modes to retain in the EOF step is not
obvious: the more modes are retained, the more variance
is solved. This could lead to wrong results in FDT
applications, where coarse-graining plays an important
role (Sardeshmukh and Sural 2009; |Colangeli et al.
2012} |Penland|2019). Retaining a large number of EOF
modes would allows us to resolve finer scales, therefore

SNote: we refer to the perturbation as &f, with the notation implying
an infinitesimal perturbation (i.e. & < 1), for consistency with Section
however, in practice, we are going to also test the framework outside
its range of validity and consider finite perturbation.

accounting for less coarse-graining Physically, retaining
more and more EOF modes, would allow us to resolve
finer spatial scales and project any external perturbation
down to the resolution of the dataset. However, in doing
s0, (i) the temporal resolution of the data would also have
to adapt by solving faster processes and (ii) variables
previously parametrized as noise should now also be
included in the state vector. In this study, we choose 50
EOFs respectively for the SST and TOA field, solving
respectively 65% and 38% of the variance per each field.

Despite the limitations of EOFs, we include this analysis
in our work as: (i) EOFs allow us to visualize responses
down to the grid scale, making it easier to qualitatively
compare our results to previous ones, such as (Zhou et al.
2017;[Bloch-Johnson et al.|2020; Kang et al.|2023} Bloch-
Johnson et al.|[2024); (ii) by including two dimensionality
reduction schemes, we can explore the robustness of our
own results across different methodologies.

d. Metrics

The analysis in Section [5] will explore the relation be-
tween patterns of SST warming and changes in TOA fluxes
through two main metrics: (i) “sensitivity maps” and (ii)
cumulative responses. In this section, we describe the
computation of the metrics in the context of community
detection (see Appendix C for the EOFs case).

(i) Sensitivity maps. A key metric for understanding
the pattern effect is to examine the sensitivity of changes
in the global mean net radiative flux at the TOA to local
SST perturbations — this is generally approached through
“sensitivity maps”. In previous studies, (e.g.,/Zhang et al.
2023} Bloch-Johnson et al.|[2024)), sensitivity maps have
been usually estimated by (i) applying a step function per-
turbation in the SST field at grid point i, e.g. a constant
1K for ¢ > 0, (ii) computing the change in global mean
TOA fluxes after equilibration, (iii) plotting this value at
each grid point i. Such maps show values in units of
[W/(m*K)]: positive sensitivity will correspond to posi-
tive global radiative feedbacks to local SST forcings. Such
positive feedbacks will increase the downward global ra-
diative forcing, amplifying the initial temperature changes.
The opposite scenario will be true for negative sensitivity.
In the case of community detection where our variables are
not at the grid scale, we define an equivalent metric as fol-
lows: given a pattern (i.e. community) ¢, with j =1,...,n,
we prescribe a step function perturbation of 1 Kelvin [K]
in each grid point i belonging to ¢ ;. The total perturbation
in the j pattern is equal to its area:

AT; = Z(lK) cos(0;); fort > 0. )

LEC)

SIn the extreme case of all EOF modes being retained, the EOF step
will not account for any coarse-graining but simply for a change of basis.



Where 6; is the latitude at grid point i. The perturbation
field is defined as 6f” € R?>T where the j-thentry of & fj’ =
AT}, and all other entries equal to zero (as shown in Section
@b). We then compute the equilibrated linear response of
the system to this constant external perturbation as shown

in Eq. @):

Teo
6(x) = O6f"; with ® = / dt R(7). 9
0

The upper bound of the integral in Eq. (@), 7, should
be as large as possible, and the theory dictates that 7o, = oo,
see Eq. (@). In practice, the implementation should use a
time scale 7, that is much larger than the characteristic
time of the response. As anticipated in Section [2} one of
the main issues in past applications of FDT has been to
limit the analysis to very short time scales (e.g., Teo ~ 1
month) in order to avoid spurious results. Here we
leverage the confidence bounds shown in Eq. 8 in|Falasca
et al.[(2024)) and study the responses at time scales as long
as T = 10 years. The 10 year time scale allows us to
capture the equilibrated response of the system as we will
show in Section[3

Here, 6(x) gives the response of the whole state vector
x given the perturbation 6f”. We then extract the response
in the TOA flux 6(x"°A) by considering the last n entries
of §(x), see Section@ﬂ The sensitivity map S € RV is a
gridded map of the same dimensionality N of the original
space. The map is defined by plotting at each grid point
i belonging to pattern c;, the same value, defined as the
global mean TOA response caused by the perturbation AT ;:

Sizw;ViECﬁ

T, (10)

where the brackets ()g refer to the global average. The
units of the sensitivity map are [W/(m?K)].

We anticipate here an important difference with the
pattern effect literature. The sensitivity map proposed
here integrates all time scales of the response. In the
pattern effect literature, similar maps are used to define
the radiative feedback as OTOA/ASST;, where TOA
represent the the global average net flux at the TOA and
SST; is the SST at grid point i. The dot product between
such maps and the SST field at time ¢ is then computed
as a tool to define the TOA at the same time f. This
can be a reasonable step in the case of atmosphere-only
model where SST is a boundary condition. Differently,
in this study the “feedback” among all variables in the
fully coupled system, is considered to be time- and
spatially-dependent and encoded in the response operator.
The sensitivity map has to be understood as a cumulative
feedback/response. This point will be further discussed in

Section

Finally, we remind the reader that the operator R(¢) is
a causal estimator (Baldovin et al.|[2020). Therefore, even
if referring to the maps in Eq. as “sensitivity maps”,
such results should be understood as a cumulative (over
time) causal relation of the mean TOA radiative fluxes to
perturbations in SST.

(ii) Cumulative responses. ~As shown in/Baldovin et al.

(2020), the cumulative response shown in Eq. @]) allows
us to define a cumulative degree of causation between vari-
ables of the state vector x(¢). Theoretically, this metric is
preferred as it allows us to analyze the main object at play
in the Fluctuation-Dissipation formalism: the response op-
erator R(7), and it meets to theoretical assumptions by not
dealing with finite perturbations. We are going to analyze
the cumulative responses of a few patterns j, with every
other pattern k, i.e. D = /OTW dt Ry, j(7) with the goal
of showcasing the potential of the framework to diagnose
the causal links between local patterns of SST and local
changes in TOA. As for the case of sensitivity maps, we
are going to consider the 7, = 10 years as large enough to
capture the true dynamical response of the system.

5. Results
a. Global responses: testing the framework

We test the proposed framework on the 1pctCO,
and 4xCO, forced experiments presented in Section
E} For both forced experiments, we consider the sea
surface temperature (SST) monthly field 6fSST € RN-T
as a perturbation pattern and aim to predict the monthly
change in the global mean top-of-the-atmosphere (TOA)
flux as outlined in Section 4} In Figure [T{a), we show
the regionally constrained patterns identified by the
community detection method (see Section [2). Figure
[T[b,c) shows the predicted global mean TOA flux response
given the SST perturbation pattern 6f5ST in the 1pctCO,
and 4xCO, respectively.  Specifically, we show the
ensemble mean response of the system &(x’P4(z))
predicted by the convolution of the response operator
R(#) with the SST field (Eq. (3)). The blue curve shows
the true TOA values from the coupled climate model.
The black and orange lines represent the reconstruction
through the two protocols based on community detection
patterns and EOFs, respectively (see Section [2). For the
1pctCO, experiment, the predicted change in the TOA
flux agrees well with the model truth, when using the
community detection dimensionality reduction (black
line in Fig. [I(b)), the results are degraded when using
EOFs. Quantitatively, the trend in the global mean
TOA net flux in the model has been found to be equal
to —0.044 Wm=2yr~!. Trends predicted by the linear
response theory are —0.047 Wm=2yr~!, —0.09 Wm~2yr~!
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for the reconstruction using the community detection and
EOF method, respectively. For the 4XCO;, the limits of
the framework are more apparent, and the reconstruction
fails in both the community detection and EOF cases
while still capturing the qualitative tendency of TOA
changes. The failure in the case of 4xCO; is expected as
such an abrupt large change may cause strongly nonlinear
changes in the system. On the other hand, more realistic
incremental changes, as in the case of the 1pctCO,
experiment, are predicted well even when reaching a
concentration of 4xCO, at year 140.

The testing procedure proposed here for assessing the
skill of the operator R(#) corresponds to the one used
to test the Green’s functions built from atmospheric
models (e.g.,|Zhang et al.|2023). Therefore, we consider
Figure|l|as evidence of the validity of the linear response
theory framework for pattern effect studies. Furthermore,
this also shows that (i) the variables chosen, (ii) the
patterns, and (iii) the range of time scales considered
are qualitatively reasonable choices to approximate the
system as Markovian and meet the assumptions of FDT
(see discussion in Appendix A). Another test for the
methodology is to compute the correlation between the
changes in global mean TOA net flux as predicted by the
linear response and simulated by the climate model. To do
so, we consider the 1pctCO2 run for which the community
detection protocol gives good predictions. We remove
a linear trend and compute the correlation from blue
and black curves in Figure b); we obtain a correlation
coefficient of r = 0.36 and show the detrended time series
in Figure [2[a). We remind the reader, that linear response
allows us to predict changes in TOA in the ensemble
average sense rather than single realizations. A more
robust comparison is then obtained by removing noisy
month-to-month variability and calculating the correlation
after computing a 1-year running mean of the simulated
and predicted TOA changes. We then find a much higher
correlation of r = 0.66 and show the two time series in
Figure [2b). The framework is therefore suitable to study
the variability of the system, in terms of ensemble mean,
at least in the context of pattern effect studies.

Results in Figure [I|have been computed using the con-
volution in Eq. (@). Theoretically, the response operator
R(#) will include all time scales, in this case, responses at
each month from year 0 to year 150. However, the response
operator itself is defined as the response to a small impulse
perturbation. Therefore, at long time scales (t — o), the
response Ry j(t) between any variable x; and xi should
(i) go to zero, see for example Figure 1 in (Baldovin et al.
2020), or (ii) become statistically insignificant, see for ex-
ample Figure 1 in (Falasca et al.[2024)). In practice, then, it
is common not to compute the response operator R(#) for
all 7 and set Ry (¢) = 0 after a long characteristic time scale

Teo, €€ for example|Hassanzadeh and Kuang|(2016b)). The
value of 7., will depend on the system itself and in Figure
[] we explore its value by recomputing the results shown
in Figurewhile setting to zero every Ry ;(¢) for t > 7o,
with 7, = 1, 12, 60, 120 months. We do not utilize 7, > 10
years as the data in the piControl run have been high-pass
filtered in the preprocessing step (see Section [3) with a
107! years cut-off frequency. Specifically, Figures a,b),
shows the results obtained through the community detec-
tion. The same conclusions have been found in the EOF
analysis. Independently of the methodology (EOF analysis
is not shown here) and of the CO, forcing experiment, a
larger 7o, always corresponds to better results as expected.
Teo = 1 month shows a very poor reconstruction in global
mean TOA changes. Increasing 7 up to 1 year already re-
sults in much better performance, up to ~ 70 years. Results
show convergence for 7, =5 years. This analysis shows
that 7o, > 5 years is long enough to capture the character-
istic time scales of the system’s response. In the analysis
that will follow, 7o, = 10 years will be used to compute the
upper bound of integrals such as in Eq. (@).

b. Sensitivity of global mean TOA fluxes to local SST per-
turbation patterns

Here, we focus on the main question: What is the
relationship between patterns of SST and changes in the
global average TOA radiative fluxes? A common way to
investigate this relationship is through the sensitivity maps
proposed in Section (see for example, Zhang et al.
2023}; Bloch-Johnson et al.|2024). The key idea is to plot
the cumulative response of the global mean TOA fluxes
induced by a constant, step function perturbation § f of
1 Kelvin at each grid point i at the sea surface. Positive
sensitivity values at grid point i will imply positive
radiative feedbacks, amplifying the original temperature
change; the opposite is true for negative sensitivities. As
shown in Section {ld| (and in Appendix C in the case of
EOFs), the analysis requires us to compute integrals of

the form (fOTm dr R(T))5f and we use T, = 10 years, as
discussed in the previous section.

The sensitivity map obtained in this work is shown in
Figure ] The two-dimensionality reduction techniques
agree on a large negative sensitivity in the tropics,
especially across the whole tropical Pacific. This means
that for the same global mean warming, if tropical basins
warm up more than the higher latitudes, then the system
will counteract the warming more by radiative cooling
in the GFDL-CM4 model. As noted in Section F we
assign more weight to results coming from the community
detection as it showed the best skill in reconstructing the
global mean TOA response in the forced experiments.
Additionally, in contrast to EOFs, community detection
allows us to perfectly prescribe the location of the
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Fig. 1. Panel (a): Low-dimensional representation of the system via community detection as “patterns”. Our analysis focuses on monthly
climate variability integrated in each individual region shown here, see Sections@and@ Different colors are used to distinguish amongst different
patterns. Panels (b-c): changes in global mean radiative flux at the top of the atmosphere (TOA) in the 1pctCO2 (b) and 4xCO2 (c) experiments
(see Section[3). TOA as simulated by the fully coupled GFDL-CM4 model in the two idealized climate change experiments is in blue. A prediction
of TOA by linear response theory solely as a function of the changes in the sea surface temperature spatiotemporal field is in black. TOA using EOF
analysis, which replaces the community detection as the dimensionality reduction step is in orange. Linear responses have been computed using the
convolution in Eq. (@). In panel (b), the trend in the global mean TOA net flux is equal to: —0.044 Wm~2yr~! for the model, —0.047 Wm~2yr~!
and —0.09 Wm~2yr~! respectively for the reconstruction from the community detection and EOF method. For the analysis of the month-to-month

correlation, see Appendix E.

perturbation patterns up to the resolution of the patterns
themselves, whereas EOFs can result in a non-local
projection of the perturbation. As opposed to previous
studies (e.g., [Zhang et al] 2023), the higher latitudes
also appear to play an important role in the radiative
feedback and generally display positive feedback, with
small disagreements depending on the dimensionality
reduction method adopted. Such contribution should be
explored more in future studies; here, instead, we mainly
focus on the robust and large negative sensitivity in the
tropics.

The sensitivity maps shown in Figure [] differ sub-
stantially from what has been found in Green’s model
experiments (e.g., [Bloch-Johnson et al|[2024), and in
statistical studies, for example, as in (Kang et al|2023).
An important difference comes from the marked negative
sensitivity in the equatorial central to eastern Pacific,

which is absent in previous studies. Apart from the
details of the methodology, we hypothesize that the
main qualitative difference comes from the absence of
atmosphere-ocean coupling in previous Green’s function
experiments, where the TOA radiative flux response is
computed after iteratively perturbing the SST boundary
conditions (Dong et al/2019). As we demonstrated in
Figure the response operator R(#) can be considered as
equal to zero after temporal scales of 7o, =5 years, and
results in Figure[dhave been computed with 7o, = 10 years.
This means that 7, =5 to 10 years is long enough for the
atmosphere-ocean coupled system to equilibrate after a
step function perturbation imposed on the SST field, at
least given the preocesses and time scales considered here.
Under the assumption of a fast response of the atmosphere
compared to the ocean, we attempt to study sensitivity
maps in the absence of the atmosphere-ocean coupling by
assuming Ry ;(t) =0 for t > 1, with 7, = 1 month (i.e.,
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FiG. 2. Panel (a): Detrended global mean changes in net radiative flux
at the TOA as reconstructed by linear response theory and simulated by
the climate model in the 1pctCO2 run. Panel (b): same as panel (a) but
after smoothing the timeseries from the climate model by computing a
1-year running mean. For the linear response theory reconstruction, we
focus on the results from using the protocol with community detection
as the dimensionality reduction step (i.e., the black curve in Figuremb).)

the shortest time scale considered in this work). We then
explore how the integration of different processes at time
scales 7o, = 1 and 7, = 5 years contribute to the sensitivity
map in Figure ]

We start by discussing the shortest possible time scale
of 7o, = 1 month as shown in Figure [5(a,b). This time
scale is too short to observe a significant response of the
global ocean to local SST perturbations and can be seen
as qualitatively similar to the system explored in previous
Green’s function approaches involving atmosphere-only
models (Bloch-Johnson et al.|2024; [Zhang et al.|[2023).
Specifically, we note a close resemblance between our
results and [Kang et al.| who used Ridge Regression
(compare our Figure Ekb) to Extended Data Fig. 7(b) in
[Kang et al] (2023))). A distinct feature of sensitivities at
short time scales is a dipole in the tropical Pacific Ocean,
with marked negative values on the western side of the
basin and positive values on the eastern side, see for

example Bloch-Johnson et al.|(2020); Zhang et al.[(2023);
Bloch-Johnson et al.| (2024). We find that results are

qualitatively independent of the dimensionality reduction.

The marked dipole in sensitivities found in the tropical
Pacific at shorter time scales is no longer present as
we integrate over longer time scales. Figure [5fc,d)
depicts the sensitivity map computed with 7, = 1 year.
Independent of the dimensionality reduction technique,
the tropical Pacific, with the epicenter in the central
Pacific, emerges as the largest contributor to changes in
the global TOA flux and has negative sensitivity. Finally,
the integration of responses up to 7., =5 years (Figure
Ble.f)) qualitatively agree in terms of sensitivity patterns
with the one computed with 7, = 10 years (Figure @),
further confirming that 7, = 5 years is long enough for
equilibration of the system to a SST perturbation, as
shown for the global mean in Figure 3]

The marked difference between sensitivity maps
computed by integrating over only the short (i.e., T ~ 1
month) or overall (i.e., 7 2 5 years) time scales, as
discussed in this Section, has a physical interpretation
directly related to coupled climate dynamics. A temper-
ature perturbation pattern prescribed at the ocean surface
will impact the radiative balance at both the TOA and
surface at very short time scales. However, at longer
time scales, the initial SST perturbation will also impact
the ocean itself, interacting with the ocean dynamics and
subsequently resulting in non-local coupled processes
such as teleconnection patterns. Such processes result in a
cascade of additional surface perturbation patterns at later
times and in basins far away from the originally perturbed
location, acting effectively as new SST perturbations
driven by the dynamics of the system itself. Regardless
of the location where the SST perturbation is prescribed,
introducing an exfernal perturbation in the coupled
climate system can produce nontrivial feedbacks among
modes of variability across a vast range of spatial and
temporal scales (Ghil and Lucarini|[2020). Such a cascade
of changes is not independent of the initial perturbation
pattern: it is caused by it. The linear response theory
formalism adopted here allows us to integrate these effects
across time and spatial scales when diagnosing radiative
feedbacks.

c. Exploring a few local-to-local cumulative responses

We end the results section by presenting a brief qualita-
tive analysis of the response of the whole system (SST and
TOA fluxes) to perturbations in SST in specific regions:
the eastern, central and western tropical Pacific and a re-
gion in the Southern Ocean. This analysis is performed
to showcase a useful way to use the proposed framework
to study causal linkages among climate variables, follow-

ing Baldovin et al.| (2020) and |[Falasca et al.| (2024). The
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Fic. 3. Exploration of the characteristic time scales of the TOA response by predicting the change in the net radiative flux at the top of
the atmosphere (TOA) as a function of the parameter 7. We compute the convolution in Eq. (3) after setting Ry, j(t) =0if t > 7o, with
Teo = 1,12,60, 120 months. The TOA flux, as simulated by the fully coupled GFDL-CM4 model, is in blue. The other curves show a prediction
of the TOA flux solely as a function of the changes in the sea surface temperature field using the convolution in Eq. (3). In panels (a) and (b), we
show the analysis via the community detection protocol for the 1pctCO2 and 4xCO2 experiments. The analysis shows that 7, =5 or 10 years is
long enough to capture the characteristic time scales of the system’s response, and it can be, therefore, used as the upper bound # — oo in integrals
such as in Eq. @) A similar result of panels (a) and (b) holds for when using EOFs rather than community detection for dimensionality reduction.
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Fic. 4. Sensitivity maps S. Panel (a): map obtained via the community detection protocol. Panel (b): map obtained via the EOF-based protocol.
At each grid point i, we plot the equilibrated, global average response of the net radiative flux at the TOA given a constant perturbation of 1 Kelvin
in SST imposed at that point. Positive sensitivity corresponds to a positive radiative feedback, therefore amplifying the initial temperature changes;
the opposite is true for negative sensitivity. Results have been computed as shown in Section m The two methods show qualitative agreement.
The parameter 7 in Eq. E|has been set to 7o, = 10 years. In Figure@ we show that 10 years is a long enough time to capture the characteristic
time scale of the system’s response.

analysis shown here, does not claim or attempt to pro- results, shown in Figures[6] [7]and in Appendix D, Figures
pose a mechanistic view of each linkage as this is not a [DI}[D2} outline the following qualitative picture:
focus of this paper. However, as argued first in Baldovin

et al| (2020), in this section, we stress that the response * If only fast time scales (i.e., 7o = I month) are consid-
ered, a local perturbation in the SST field will propa-

gate non-locally in the TOA field, but remain largely
local in the SST field. This is clear in Figure[6] For
example, the SST response to a perturbation applied

operator R(¢) alone, is a useful starting point to diagnose
the dynamics behind climate interactions which could be
considered mechanistically in future studies. The analysis

shown here focuses on cumulative causal linkages, com- to the central Pacific (Figure EKC’ d)) is largely con-
puted by integrating the R(7) in time (see Sectionfdd). The strained to the location of the perturbation; however,
analysis reinforces the considerations on time scales shown due to fast atmospheric dynamics, there are some non-
in the Section above, while also showing the response of local responses in the TOA flux field. For this time
both fields to specific regional perturbations in SST. The scale, we obtain the worst reconstruction in terms of
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Fic. 5. Exploration of the cumulative contribution to the sensitivity maps in Figure[d] as coming from different time scales. Sensitivity maps
are computed as shown inbut by setting the response operator Ry j(#) =0 to zero if > 7o, With 7eo = 1, 12,60 months. Results shown for
Too =5 years, i.e. Panels (e,f), are very similar to the ones shown in Figure[d with 7o, = 10 years. Therefore 7o, =5 years is long enough to capture
the characteristic time scales of the system’s response, and it can be therefore used as the upper bound ¢ — oo in integrals such as in Eq. @). The
analysis confirms the findings shown in Figure[3] Physically, focusing on the shortest time scales, as for 7o, = 1 month, allows us to approximately
explore what the sensitivity map would have looked in the absence of atmosphere-ocean coupling. In panels (a,c,e) and (b,d,f), we show the results
obtained via community detection or EOF-based protocols. The two methods show qualitative agreement.

global mean TOA changes in the 1pctCO2 and 4xCO2
forced experiments, see Figure [3| as this is far from
the theory which necessitates 7., — co. However, to
first order, this is the picture that could arise in at-
mospheric models only, where the SST is a boundary
condition rather than a fully interacting component of
the system.

* If responses are integrated up to 7. = 1 year, telecon-
nection patterns, mostly driven by tropical wave dy-
namics, cause local perturbations to spread over the
whole SST field, further impacting the TOA fluxes
by effectively perturbing remote SST regions at later
times. This is shown in Figure Cumulative re-
sponses in the Southern Ocean, see Figure 6(h), are
larger than in 7, = 1 month case, but not as large as

what we observe for tropical Pacific domains. We
hypothesize that this may a general case for high-
latitudes variability. For this case, we observe a
large improvement in the skill of our reconstruction
of global mean TOA changes in the 1pctCO2 and
4xCO2 forced experiments, see Figure E} The re-
construction is good initially but starts deteriorating
after ~ 70 years as 7., = 1 year may be too short for
processes active at the high latitudes to significantly
impact TOA fluxes.

* If responses are integrated up to 7., =5 years, we
observe a larger cumulative response in the TOA
flux driven by perturbations applied to the South-
ern Ocean. See Figures [DI] andD2] in Appendix D.
We hypothesize that such considerations may apply



generally to perturbations in higher latitudes, but this
requires future work focused solely on teleconnec-
tion patterns instead of the general qualitative analy-
sis shown here. Such processes, active at longer time
scales, correct the global mean TOA reconstruction in
the 1pctCO2 and 4xCO2 forced experiments as shown
in Figure
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FIG 6. Cumulative responses Dj_,x _/0 dt Rp j(7) (see Sec-
tlon ) for the shortest time scale, 7o, = 1 month. Physically, focusing
on thls shortest time scale allows us to approximately explore responses
in the absence of atmosphere-ocean coupling, at least at first order. Pan-
els (a,b): cumulative response of the sea surface temperature (SST)
and radiative flux (TOA) flux fields to an infinitesimally small impulse
(rather than a constant) perturbation prescribed on pattern in the eastern
Pacific region, denoted with an “x”. Panels (c,d), (e,f), (g,h): same as
panel (a,b) but when the perturbatlon is applied to the central and west-
ern Pacific and a region in the Southern Ocean, respectively. Values are
unitless: positive values represent positive responses to perturbations in
the location marked by the “x”

6. Comparison with Green’s function model experi-
ments

In this paper, we have introduced a comprehensive pro-
tocol to investigate the pattern effect. Specifically, given
the operator R(r), estimated as in Eq. (6) only from a
piControl, stationary climate model run, the theory allows
us to compute the climate response to external perturba-
tions by evaluating convolution integrals, see Eq. (3). In
this section, we detail a few key differences between our
approach and the standard Green’s function protocol as in
(Dong et al.|2019; Bloch-Johnson et al.[2024)).

90°E 180°

-1 0 1

FiG. 7. As in Figure [} but with 7o, = 1 year.

a. Conceptual difference

The framework proposed in this paper is conceptually
different from other approaches for the pattern effect
proposed in the literature. One of the main differences
relates to the sensitivity maps presented in Section

In the “Green’s function protocol” (Bloch-Johnson
et al.[[2024; [Zhang et al.| 2023} Dong et al. 2019), and
in its data-driven versions (Bloch-Johnson et al.||[2020;
Kang et al.|[2023), such maps are what is commonly
referred to as the radiative feedback and defined at
each grid point i by ggé)TAi, where TOA is the globally
averaged net radiative flux at the TOA and SST; the
SST at point i. This map can be a useful tool as its
dot product with an imposed SST pattern at time ¢ will
return back an estimate of the globally averaged change
in net flux TOA at the same time 7. This also means
that an imposed change in SST patterns at time ¢ can-
not drive changes in average TOA fluxes at later times # + 7.

The main object of our proposed protocol is instead the
linear response operator, defined as Ry ;(7) = %
the limit of 6x;(¢) — 0. The first clear difference is given
by the presence of the brackets () stating that predictions
of response theory are done in terms of ensemble averages
rather than individual realizations. Second, the x; in
6(xg(t+7)) can be a component of the SST or the TOA
flux field, responding to a perturbation 6x;(¢) imposed to
the SST or the TOA flux field. Therefore every variable can
respond to perturbations in any other variable. Third, and
more important, the operator Ry ;(7) is time-dependent
as in a physical system, a perturbation in one variable will

mn

N
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propagate through the system and impact another variable
at later times. The response to external perturbations 6x(t)
at time ¢ is then computed by the integrated effect of the
perturbation patterns across all previous time scales t — 1
(Christensen and Berner|2019). The sensitivity map found
in this study, defined in Section 4] and shown in Figure
Ml represents the “cumulative response/feedback” after
reaching equilibration, and should not be considered as a
map to be taken the dot product with the SST field at time ¢.

In what follows, we then show that the same ideas of
the “Green’s function protocol” can be reformulated using
the sensitivity maps proposed in Figure [5(a,b), therefore
providing a bridge between the two frameworks.

b. Relating the two approaches

The “Green’s function protocol” presented in [Bloch-
Johnson et al.|(2024) relates the SST change AT;(¢) at grid
point i and time ¢, with the global mean change in TOA
flux ATOA(r) at the same time ¢ (see Eq. 5 in [Bloch-
Johnson et al.[ (2024)). Importantly, the SST is imposed
as a boundary condition for the atmosphere, and it cannot
respond to perturbations coming from either atmospheric
or oceanic fields (as it would in a true coupled system). In
such a setup, the atmospheric model will equilibrate to a
step function SST perturbation pattern very quickly, and
the 7o, in Eq. (9) in our paper can be approximated with
very small 7. Thus, it is reasonable that linear regression
approaches have shown similar skills for the same task;
see, for example, Bloch-Johnson et al.|(2020); [Kang et al.
(2023)). Here, we show that the same approach can be for-
mulated with the results obtained in this paper and without
the need for expensive model runs, therefore providing a
bridge across methods. Specifically, we consider the sen-
sitivity map S at the shortest time scale, 7., = 1 month,
as shown in Figures [5[a,b) respectively for the community
detection and EOF dimensionality reduction approaches.
Under the assumption of a fast response of the atmosphere
compared to the ocean, the shortest time scale of 7o, =1
month will correspond, at very first order, to a system with-
out the atmosphere-ocean coupling, similar to the protocol
in|Bloch-Johnson et al.[(2024)). We then write the changes
in global mean TOA fluxes at time ¢ (ATOA(1)) simply as
a dot product of the sensitivity map S with changes in the
temperature pattern. Formally: ATOA(7) = i SiAT; (1),
which exactly mirrors Eq. 5 in|Bloch-Johnson et al.|(2024).
Results are shown in Figures [§a,b) for the 1pctCO2 and
4xCO2 forced experiments. We stress that the theoretically
and physically sound approach using linear response theory
is to perform convolution integrals of the response operator
as in Eq. (3); the test proposed here is only to explore sim-
ilarities and provide a bridge across different perspectives
on the pattern effect. The regression approach provides an
instantaneous mapping in between the SST field and global

mean TOA fluxes. Such mapping is useful in the context of
atmosphere-only models where SST is a boundary condi-
tion, and, as shown below, it can be a very powerful tool for
statistical reconstruction studies. If we limit the method-
ology to a regression approach, we then find an excellent
reconstruction of the global mean TOA flux, outperform-
ing existing reconstructions, see for example (Zhang et al.
2023)). Surprisingly, the best reconstruction comes from
using the sensitivity map defined in Figure [5[a) where the
regression coefficient S; is the same in large ocean areas
rather than the more detailed analysis at the grid level as in
Figure[5[b). We give the following qualitative explanation:
given the temporal and spatial resolutions considered, i.e.
1 month and 2.5° by 2°, focusing on large areas in the ocean
as the patterns in Figure [T[a) allows us to effectively lin-
earize the mapping between temperatures changes AT;(t)
and global mean TOA fluxes ATOA(7). In other words, fo-
cusing on the right observables, defined here by integrating
changes in temperature over large spatial patterns, allows
us to (i) average out small and nonlinear contributions at
the grid scale and (ii) focus on the right spatial scales given
the temporal resolution of our data.

7. Conclusion and discussion

The dependence of the TOA radiative fluxes on the
patterns of SST warming, known as the pattern effect,
determines the temporal evolution of the climate feedback
parameter and, thus, future climate sensitivity (Armour|
et al.|2013; [Zhao|2022)). In this work, we developed a
protocol based on coarse-graining and the Fluctuation-
Response formalism to diagnose and understand the
pattern effect from data in fully-coupled climate models.
Two main classes of methods have been utilized previously
to investigate the pattern effect: (i) a Green’s function
approach, estimating the response of atmospheric fields
to local perturbation patches in the ocean using an
atmosphere-only model (Zhou et al,| 2017 Zhang et al.
2023 Dong et al.|2020,2019;|Alessi and Rugenstein|2023j
Bloch-Johnson et al.|2024) and (ii) statistical regression
approaches (Zhou et al.|[2017; |Bloch-Johnson et al.|2020;
Kang et al.|2023). The theory-driven approach presented
here, building on the framework recently proposed in
Falasca et al| (2024), balances the strengths of each
of the previous two methods. Namely, as in previous
Green’s function methods, it studies the response of the
atmosphere to SST perturbations, and it can be applied
using only a model’s control run, as in previous statistical
approaches. Linear response theory allows us to infer what
the response of a dynamical system to small perturbations
would have been without actually perturbing the system.
The response at time ¢ is then computed by convolving the
operator R(#) with perturbations across all previous time
scales ¢t — 7 (Christensen and Berner|2019). An important
difference with previous studies is of conceptual nature:
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Fic. 8. Analysis showing that the approach proposed in the “Green’s function protocol”, as in|Zhang et al.| (2023); Bloch-Johnson et al.| (2024),
can be qualitatively reproduced using the sensitivity maps for the shortest time scale 7o, = 1 month, shown in Figure E‘[a,b). Given the sensitivity
maps S shown in Figures a,b) and the spatial sea surface temperature field AT () at time ¢, for the 1pctCO2 and 4xCO2 forced experiments, we
reconstruct the global mean change in TOA flux at time # by a regression approach ATOA(z) = Y; S; AT; () as done inBloch-Johnson et al.|(2024).

what is referred to as “feedback’ here is encoded in a time-
and spatially-dependent response operator R(z) derived
from the coupled climate system. Sensitivity maps, are
then computed from the operator as cumulative (in time)
feedbacks.

The proposed approach is general and simple to apply
in practice to infer the response of climate fields to small
external perturbations from data. The method requires two
main ingredients: (i) coarse-graining the system (spatially
and temporally) in terms of physically relevant, projected
dynamics; (ii) computing a response operator utilizing the
variability of a long and stationary control simulation only.
In our application, we utilize two forms of dimensionality
reduction: community detection (Falasca et al.[|2024) and
EOFs. Previous studies using the Fluctuation-Response
relation have typically used EOFs (e.g.,|Majda et al.[2010j
Gritsun and Branstator]2007)). However, it has been shown
how EOF dimensionality reduction alone can lead to large
errors in FDT applications (e.g., Hassanzadeh and Kuang
2016b). We argue that the dimensionality reduction
technique using community detection can overcome some
of the errors driven entirely by the utilization of EOFs.

The main outcome of the framework is a first qualitative
prediction of how the TOA radiative fluxes would respond
to SST changes in perturbation experiments performed
in fully coupled climate models. Such cumulative
responses, summarized in the sensitivity map in Figure
Ml shows a negative sensitivity of the global mean TOA
radiation fluxes to SST warming all throughout the tropics.
Physically, this means that for a given global mean surface
warming, a constant ocean warming in the tropics rather

than in the higher latitudes will lead to negative radiative
feedbacks, therefore partially counteracting the initial
warming through radiative cooling. On average, the
opposite (with smaller absolute magnitude) result holds
for warming in higher latitudes, with details dependent
on the dimensionality reduction method adopted. This
differs from previous results, where an important feature
of the sensitivity TOA fluxes to SST changes is a dipole in
the tropical Pacific, with positive and negative sensitivity
respectively on the east and west side of the basin.
However, in the limit of considering only the shortest time
scales, here 7., = 1 month, we recover similar regional
sensitivities as in the existing literature. We give the
following explanation: if only the shortest time scales are
considered, then the system’s response is dominated by
fast time scale processes in the atmosphere, similar to
the atmosphere-only model with the ocean acting only as
a boundary condition. Therefore, we conclude that the
difference between the sensitivity map proposed in this
study and presented in the literature, come largely from
the inclusion of the atmosphere-ocean coupling rather
than methodological differences.

The results in this work also serve as additional evidence
for the relevance of FDT in climate studies, even in its sim-
ple quasi-Gaussian approximation, after carefully choosing
the relevant observables. In fact, we highlight in Appendix
A that the validity and performance of linear response the-
ory through FDT, is largely dependent on the spatial and
temporal scales and the fields considered. Given a careful
consideration of the coarse-graining steps, the FDT can be
utilized throughout climate science beyond what is exam-
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ined here, with great relevance for inferring causal linkages
and building understanding of climate dynamics.

APPENDIX A

A few considerations on the application of linear
response theory for spatiotemporal climate data

We briefly review current applications of linear response
theory in climate, including outlining limitations of the
fluctuation-dissipation theorem (or relation, i.e., FDT or
FDR). Then we point out a few considerations that allowed
us to successfully apply the fluctuation-response formalism
in the climate context and in the specific case of the pattern
effect. The considerations that follow are not only technical
details, but important steps for correct applications of the
FDT formalism for climate data.

a. A summary of linear response theory in climate science

The Earth’s climate is a complex, spatiotemporal
dynamical system with variability across a large range of
spatial and temporal scales (Ghil and Lucarini|[2020). It
has been recently argued that linear response theory serves
as a comprehensive framework to understand and quantify
(i) large scale climate dynamics (Leith| [1975; |Gritsun
and Branstator| [2007; Majda et al.|2005; Majda and Qi
2018 [Falasca et al.|2024) and (ii) its response to external
forcings (Lucarini and Chekroun| [2023; |Lucarini et al.
2017} Lucarini and Colangeli/ 2012} [Lembo et al.|[2020;
Gritsun and Lucarini| 2017} |Basinski-Ferris and Zannal
2023). As outlined in the main text, there has been two
main versions of linear response theory applied to climate
problems: the Fluctuation-Dissipation theorem/relation
(Leith||1975; Marconti et al.|2008; Majda et al.|2005) and
Ruelle response theory (Ruellef 1998} |Lucarini et al.[2017}
Lucarini and Chekroun|[2023). In the last two decades
there has been lots of research on strengths and limitations
of both approaches (see e.g., Lucarini et al.|2014; (Gritsun;
and Lucarinif2017;|Christensen and Berner[2019; |Lucarini
and Chekroun/[2023)).

Ruelle| (1998) proposed a new perspective on linear
response grounded in dynamical system theory rather
than near-equilibrium statistical mechanics as the original
formulation of FDT (Sarracino and Vulpiani|[2019; |Ghil
and Lucarini/[2020; |Christensen and Berner|[2019). This
different perspective is recently emerging as a general,
rigorous tool to study and attribute changes in the climate
system to external forcing with impressive results at both
global and regional levels (e.g., [Lucarini et al.| 2017;
Lembo et al.|[2020). In practice, the general strategy is
to define a Green’s function through a few simulations
of a climate model, for example, by using a control and
a step-function run. It is then possible to convolve the

Green’s function with, for example, new CO; forcing and
investigate different possible climate change scenarios
(e.g.,Lembo et al.2020). Recently, Gutiérrez and Lucarini
(2022)) showed how to link the forcing to free modes
of variability in the context of Ruelle linear response,
therefore adding to interpretability and understanding
of the system’s response. As with FDT (Aurell and
Del Ferraro|2016; Baldovin et al.||2020), Ruelle response
theory is causal, in the sense of interventional causality
(Ismael| 2023 |Pearl| 2008)), therefore allowing us for
causal attribution of climate change signals (Lucarini and
Chekroun|2023)).

The FDT formalism, as considered in this study, is less
general than the strategy outlined above (Ghil and Lucarini
2020), and it has been argued that results can be affected
by dimensionality reduction procedures (Hassanzadeh and
Kuang|2016b), by the variables of choice (Gritsun and Lu-
carini|2017), by the length of the dataset analyzed (Lucarini
et al.|2014) and on whether the forced response in question
projects strongly onto the internal variability (Gritsun and
Lucarini2017).

b. A few notes on the application of FDT in climate science

Despite drawbacks, the FDT has proven to be relevant
and useful in climate studies (e.g., Majda et al.[[2005;
Gritsun and Branstator|2007; |Lacorata and Vulpiani|2007)
and, in general, in dynamical systems with many degrees
of freedom (Colangeli et al.[2012} Sarracino and Vulpiani
2019). In its domain of applicability, the FDT approach
is in fact extremely powerful as it eliminates the need to
perform new simulations to construct Green’s functions
and focus only on long stationary simulations or, ideally,
on observational data.

In what follows, we argue that a few of the drawbacks of
the FDT, in its quasi-Gaussian implementation (see Section
), can be avoided if focusing on the proper variables and
a limited range of spatiotemporal scales through coarse-
graining. The observations that follow should be carefully
considered (and stated) for a correct application of the
framework and theory presented in this work.

Choosing the proper variables. 1t is well known that
the performance of FDT depends strongly on the observ-
ables of interest (Lucarini and Colangeli|2012; |Gritsun
and Lucarini/2017). Theoretical studies of FDT often fo-
cus on the perfect scenario where we have access to the
full state vector. This is far from true in real-world cases
where we can only access a few variables (Baldovin et al.
2020; |[Falasca et al.|[2024). A solution in climate studies
is offered by exploiting the role of time scale separation
as first explored by Hasselmann| (1976); Frankignoul and
Hasselmann|(1977) and studying the system as a stochastic



dynamical system, where the noise plays the role of unre-
solved physical degrees of freedom (Penland||1996; Majda
et al.[2005). As noted in [Penland| (2019), the processes
active at (i) small spatial scales and (ii) fast time scales
can still be very nonlinear, however their integrated ef-
fect over the coarse-grained variables can be sometimes
well-approximated by white noisd’} Our application con-
siders the coarse-grained SST and radiative fluxes at the
TOA as the important, slow deterministic components to
understand the pattern effect. Focusing on the relationship
between these two variables to diagnose the pattern ef-
fect is justified by previous studies (e.g.,|Dong et al.|2019;
Bloch-Johnson et al.|2020; Zhang et al.|2023). However,
this is a simplification of the original problem (involving
the whole system) and it should be kept in mind espe-
cially in the causal attribution step (Baldovin et al.|2020).
The spatial and temporal (discussed in the next paragraph)
coarse-graining is an essential step in choosing the proper
variables. Climate studies using FDT overwhelmingly fo-
cused on EOFs as dimensionality reduction. However,
Hassanzadeh and Kuang (2016b) noted that the EOF step
alone can be a major source of errors in FDT applica-
tions, and as noted in the main text, many contributions
focused on retaining a large number of EOF modes there-
fore undermining the coarse-graining procedure. In Figure
[T we showed a much better skill of the response operator
inferred when considering the dimensionality reduction
method proposed in |[Falasca et al.| (2024). Qualitatively,
given the large size of the patterns in Figure [[(a), and the
temporal resolution of 1 month, the system can be consid-
ered at first order as Markovian (Baldovin et al.|[2020) and
the methodology in Section [2]is then relevant. Finally, we
briefly note that the Takens embedding theorem (Takens
1981)), commonly used for reconstructing the attractor of
a (deterministic) dynamical system from partial observa-
tions, cannot be a valuable option for high-dimensional
system and refer to [Baldovin et al.| (2018}, 2020); |Lucente:
et al.| (2022) for further details.

Assumption of linearity. The proposed framework uti-
lizes a particularly simple form of FDT presented in Eq.
(6), referred to as “quasi-Gaussian approximation” by Ma-
jda et al| (2005). This form of FDT is the one used in
many previous applications (e.g.,|[Hassanzadeh and Kuang
2016b, and references therein) and it is valid for linear
systems. The climate system is clearly nonlinear, and it is
therefore not obvious why Eq. (6) should work. First, we
note that the Gaussian assumption gives qualitative good
results even for nonlinear systems (Gritsun and Branstator
2007} \Gershgorin and Majdal2010; Baldovin et al.|[2020).

7Note that the focus on white noise here is a simplification. Different
contributions have focused on more complicated proposals, such as
correlated additive—multiplicative noise (e.g., |[Sardeshmukh and Sura;
2009; Martinez-Villalobos et al.|[2018) or temporally correlated and
spatially coherent noise through multilevel regression modeling (e.g.,
Kravtsov et al.[2005; |Chekroun et al.|201 1), among others.
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Second, and most important, it has been shown that linear
frameworks such as linear inverse models can be compet-
itive with complex nonlinear models when working with
anomalies (Penland|1989; Penland and Sardeshmukh|1995;
Sardeshmukh and Sural|2009). The main reasons for this
are coarse-graining procedures as discussed above, mainly:
(i) dimensionality reduction, (ii) the choice of specific
fields and (iii) focusing on a restricted range of time scales.
Regarding points (i) and (ii): integrating climate anoma-
lies over large regions (or projecting over a few modes)
often results in quasi-Gaussian distributions; additionally,
the choice of fields is clearly important and, for example,
considering precipitation fields would invalidate the Gaus-
sian assumption. Regarding point (iii): the range of time
scale to focus on has involved a two-step preprocessing, see
Section First, we focused on monthly averages, rather
than the original data with temporal resolution of 1 day,
as|Penland and Sardeshmukh|(1995) (among many others)
showed quasi-Gaussian probabilites of coarse-grained SST
monthly anomalies. Second, we high-pass filtered the data
with a cut-off frequency of f = 1/(10 years) to remove the
presence of multidecadal oscillations, which (i) cause de-
partures from Gaussianity at higher latitudes and (ii) are
very low-frequency events sampled a few times even in a
600 years long run. This last step is performed only in
the control run. The range of time scales in the control
run (see Section[3) is then between 1 month and 10 years.
Given this preprocessing and the dimensionality reduction
step, the probability distributions of our data have a strong
Gaussian component, see Appendix E.

Eliminating spurious results. The confidence bounds
for FDT presented in Eq. 8 in |Falasca et al.| (2024) are
leveraged to remove spurious terms, present at both long
and short time scales, in the response operator allowing for
more trustworthy computation of responses. We refer to
Section [2| and to [Falasca et al.| (2024) for more details on
the adopted statistical test.

APPENDIX B

Dimensionality reduction through community
detection

For completeness we report here the main steps of the
dimensionality reduction step proposed in |Falasca et al.
(2024)), and refer to that paper for further details. Consider
a spatiotemporal field saved as a data matrix x € RN-T.
N is the number of grid points and T is the length of
each time series. For example, x could be the sea surface
temperature field. The dimensionality reduction proposed
in Falasca et al.[(2024) works in a few simple steps:

» Compute the covariance matrix C, defined as C; ; =

x;(t)x(t), where the overline stands for temporal av-
erages, and each x; has been scaled to zero mean.
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* Define an Adjacency matrix A from the covariance
matrix Cby setting A; ; = 1if (i) C;,j exceeds a thresh-
old k and (ii) the distance between grid points i and
j is smaller than a threshold 7. If (i) and (ii) are not
satisfied, then A; ; =0. A is the matrix representa-
tion of a graph where nodes i and j are connected if
sharing large covariability and if they are close on a
longitude-latitude grid. Regionally constrained pat-
terns of variability can then be identified by finding
“communities” in the graph (Barabasi|2016; Newman
2010; |Lancichinetti and Fortunato(2009). With com-
munities of a graph, we refer to group of nodes that
are much more connected to each other than to the
rest of the graph. Importantly, parameters k and n are
automatically defined by two simple heuristics. The
two heuristics depend on two parameters g = 0.95
and g, =0.1. We chose a value of ¢, = 0.1 rather
than 0.15 as in [Falasca et al.[(2024) in order to split
the ENSO region (Figure 2 in |[Falasca et al.| (2024))
into an Eastern and Central Pacific region.

* Each node i, correspondent to a grid point i on the
map, will then be associated to a community/pattern.
In other words, we partitioned a spatiotemporal cli-
mate field of spatial dimension N, in a series of n
regions c;, with j =1,...,n. We identify communi-
ties through the Infomap community detection algo-
rithm (Rosvall and Bergstrom|[2007, 2008} [Rosvall
et al.|2009; |Smiljanic et al.[2023)) as shown in |[Falasca
et al.| (2024). The size and number of the identified
patterns will roughly depend on the g and g,, param-
eters presented above. We stress that no tuning has
been performed for these parameters when evaluating
the protocol. In fact, the main point here is that dif-
ferences in the number and size of identified patterns
(in a reasonable range) could result in small quantita-
tive differences, but the qualitative picture will remain
equivalent.

* Finally, to each community c;, we are going to asso-
ciate a time series defined as the integrated anomaly
inside, i.e. X(c;,t)= Ziecj x;(t)cos(6;). Where 6;
represents the latitude at grid point i and cos(6;) a
latitudinal scaling.

To summarize, given a spatiotemporal field saved as

a data matrix x € RN'T, the proposed framework allows

us

to define a new field X € R™T, with n < N. As in

Falasca et al.| (2024)), we consider correlation, rather than
covariance matrices, in the dimensionality reduction step,
with no qualitative differences. We note that this choice
of simple and robust dimensionality reduction methods is
further motivated in Appendix A of [Falasca et al.| (2024).

APPENDIX C

Details on protocol through Empirical Orthogonal
Functions

a. Computations of linear response in EOF space

We consider the SST and net flux at the TOA (hereafter
refer to as TOA only) fields, y3ST e RN-T and yT0A e RN-T
in the 600 years long, stationary piControl run (see Section
B). In order to compute response formulas, we proceed as
follows:

* Each time series y;(f), whether in yST or yT04, is

weighted by its latitudinal weight as y; (¢) cos(6;); 6;
being the latitude at grid point i. To ease the formal-
ism, in what follows we are going to keep referring
to time series y;(z), but the reader should remember
that each y;(¢) is weighted by its latitudinal weight.

* Fields y*ST and y™©* are then standardized by their
standard deviation. We remind the reader that both
fields are anomalies, already defined to be at zero
mean. Therefore, y55T /oysst and yTO* /oyroa. Here,
for each field y € RN-T (whether SST or TOA) its

T NS yin)2\ 12
standard deviation is defined as oy = (#)

where the global area is defined by A = va cos(6;).

e We then reduce the dimensionality of both fields
separately through Empirical Orthogonal Functions
(EOFs; i.e., singular value decomposition of the co-
variance matrix, (Hotelling|1933)). We retain the first
m EOFs (singular vectors) for both fields. We refer
to the EOFs of the temperature and TOA fields re-
spectively as Usst € R™" and Uroa € R"™N. The
new set of time series are the principal components
for the SST and TOA field, i.e. x55T" € R™7T and
xT0Ar e Rm.T where the supercript r stands for “re-
duced”. Note that another way to proceed would have
been to reduce the dimensionality after embedding
the two fields together in the same state vector, i.e.
[y3ST,yTOA](1); one problem we found in that case is
that it is difficult to project a perturbation/forcing in
SST into the low-dimensional space without impact-
ing the TOA field too.

+ The principal components x35T-" € R”T and xTOA" ¢
R™T are then joined together to form a sin-
gle state vector of dimensionality 2m, x"(t) =
[xSST-r xTOA"| (). The system is x” € R¥"™T.

* The response operator R(#) is computed in the re-
duced space using Eq. (6). This means that co-
variance functions are computed using the principal
components x": C; j(t) = x] (T+t)x; (1), where the
overline stands for temporal average.



* We then leverage the statistical test in Eq. 8 in|Falasca
et al.|(2024) and set to zero all responses that are not
statistical significant. Confidence bounds are here
considered as +30.

* Importantly, to compute integrals such as Eq. (3) we
need to project also the forcing/perturbation into the
low-dimensional spaces. In our experiments, the time
dependent perturbation field is going to be the SST
field in the 1pctCO2 and 4xCO2 runs. For a given
SST, time dependent perturbations, SfSST ¢ RN-T|
we first weight each ¢ fl.ssT by its latitudinal weight
cos(6;). We then standardize the perturbation field
Sf55T by its own standard deviation o ggsst as shown
before. We then define a fictitious perturbation field
in the TOA field 6£T°* € RV-T. The perturbation field
SfTOA is defined by zeros at all times, i.e. no pertur-
bation. In the case of step function perturbations, we
are going to focus on constant perturbations in the
SST of 1 Kelvin at a single grid point. The steps are
the same as the one proposed above, apart from the
standardization step for which we simply use the stan-
dard deviation oysst of the original SST field. In what
follows, we are going to focus on the time-dependent
perturbation.

* The (weighted and scaled) forcing fields 6f5ST and
SfTOA are then projected onto their low-dimensional
spaces, as SESSTr = ¢ U§ST and SfTOA" = 6f U¥0A'

The projected perturbations are then embedded in the

same vector as 6f” (7) = [6£35T" 6TOA](¢). There-

fore 6f" e R¥mT,

* The response §(x" (¢)) € R is computed in the low-
dimensional space by the convolution integral defined
in Eq. (3). We simply approximates these integrals
as Riemann sums.

* The response §(x” (r)) € R?" is then projected back
into the high-dimensional, original space. To do so,
we have to distinguish between responses in the SST
or TOA fields. The first m entries of vector §(x" (¢))
correspond to the SST field response, 6(x55T7 (¢)),
the second m to the TOA field §(x"O*" (¢)). We then
project both these response in the high-dimensional
field by 6(y>ST(¢)) = 6(x5T-"(£)) Ugsr. The same is
done for the TOA response.

* The two responses need to be scaled back. We do so
by multiplying 6(y3ST (7)) by the standard deviation
of the original field oysst as defined in the piControl
run. The same is done for the responses in the TOA

field.

* The global mean change in TOA at time ¢ can be

N TOA
then computed as M, with A = va cos(6;);
same for the SST field.
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* We finally note that in case of plotting the response
6(y(2)) of field y (whether SST or TOA) at a given
time ¢, it is important to rescale every value y;(¢) by

yi(t)

its own latitudinal weight as 230

b. Computations of the sensitivity map metric

We briefly present the computation of sensitivity maps
as in Section @] but in the case of the EOF dimensionality
reduction. We recommend reading Section [ first.

The main idea is to compute the equilibrated response
of the net flux at the TOA given a constant, step function
perturbation of 1 Kelvin in the SST field. Differently from
the community detection method, EOFs allows us to do
this by perturbing each grid point. A perturbation of 1
Kelvin is then iteratively prescribed at each grid point i
as AT; = (1K) cos(0;); for t > 0. Where cos(6;) is the
latitudinal weighting of grid point i. The response to
a step function perturbation is then computed using the
formula in Eq. {@). The upper bound of the integral in Eq.
@) is considered to be 7o, = 10 years. The sensitivity map
S € RY is a gridded map of the same dimensionality N of
the original space. The map is defined by plotting at each
grid point i the global mean TOA response caused by the
<6<XTOA>>
perturbation AT;, as: S; = TG, where the brackets
()G refer to the global average. The units of the sensitivity
map are [W/(m?K)].

The procedure to compute responses to step function
perturbations requires to first specify perturbation patterns
in the high-dimensional, original field and then project
fields and perturbations in a low-dimensional field spanned
by a few EOFs. Response formulas are computed in the
low-dimensional field and results are then projected back
into the high-dimensional original field. All these steps
are defined in the Section above.

APPENDIX D

Cumulative response. Case of 7., =5, 10 years.

Here, we show the response of the whole globe to per-
turbations in four given regions with varying 7. Thus,
Figures [DI] and [D2] are analogous to Figures [6] and [7] but
Teo 18 set to 5 and 10 years respectively.

APPENDIX E

Probability distributions

In Figures [ET] and [E2] we show the histogram of each
signal X55T(c;,7) and XT9%(c;,1) of the SST and TOA
variables integrated over a pattern c; (see Eq. . The
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Fic. D2. As in Figure[f] but with 7o, = 10 years.

signals are considered in the stationary, piControl run (see
Section [3). Each time series have been scaled to zero
mean and unit variance. A standard normal distribution
is also shown in red for comparison. Figures [E1|and
demonstrate that the quasi-Gaussian approximation shown
in Eq. (6) is indeed relevant for the system studied. The
Gaussianity of the process is a direct consequence of our
preprocessing by coarse-graining in both the temporal and
spatial directions, further confirming the ideas and find-

ings of previous papers such as Sardeshmukh and Sural
(2009)), regarding the linearity argument, and |Colangeli
et al.| (2012), regarding the regularity of distributions in
the projected dynamics. Specifically: (i) we are consid-
ering only a range of time scales by focusing on monthly
averages and removing variability longer than 10 years (i.e.
multidecadal time scales) and (ii) we are integrating over
large spatial regions through the dimensionality reduction
processes.
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Fic. E1. Probability distributions of the cumulative time series of
sea surface temperature in each pattern in Figurem Each signal had the
mean removed and has been standardized to unit variance. A Gaussian
fit with zero mean and unit variance is shown in red on top of each
histogram.
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Fic. E2. Probability distributions of the cumulative time series of the
net radiative flux at the TOA in each pattern in Figure|l] Each signal
had the mean removed and has been standardized to unit variance. A
Gaussian fit with zero mean and unit variance is shown in red on top of
each histogram.
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